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Abstract

We examine a non-cooperative queueing game where a finite number of customers

seek service at a bottleneck facility which opens at a given point in time. The facility

servers one customer at a time on a first-come, first-serve basis and the amount of

time required to service each customer is identically and independently distributed

according to some general probability distribution. The customers must individually

choose when to arrive at the facility, and they prefer to complete service as early as

possible, while minimizing the time spent waiting in the queue. These preferences

are captured by a general utility function which is decreasing in the waiting time and

service completion time of each customer. Applications of such queueing games range

from people choosing when to arrive at a grand opening sale to travellers choosing

when to line up at the gate when boarding an airplane. We develop a constructive

procedure that characterizes an arrival strategy which constitutes a symmetric Nash

equilibrium and show that there is at most one symmetric equilibrium. We accompany

the equilibrium characterization with numerically computed examples of symmetric

equilibria induced by a non-multilinear utility function.
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1 Introduction

This paper considers the following scenario: A number of customers want to acquire a

good or service supplied by a bottleneck facility. The facility is initially closed for service

but opens at a commonly known point in time. For the customers to acquire the good or

service, they must simultaneously and independently choose a point in time where they

submit a request for acquisition. We shall refer to such a submission as an arrival. If

the number of arrivals at some point in time exceeds the capacity of the facility, then a

queue is created and customers will have to wait in line. The time at which each customer

eventually acquires the good or service therefore not only depends on her own arrival time,

but also the arrival times of others. As customers might have preferences over outcomes

of queueing, the arrival time decision constitutes a non-cooperative queueing game.

There exist many real-life applications of such queueing games. These range from

physical queueing situations, e.g. customers choosing when to arrive at a grand opening

sale, or travellers choosing when to line up at the gate when boarding an airplane, to

virtual queueing situations, e.g. customers choosing when to phone a call centre during

opening hours, or foodies choosing when to join an online queue for table reservations at

a popular gourmet restaurant.

The strategic choice of arrival times have been extensively studied since the initial

formulation of the bottleneck model by Vickrey (1969). A sizable part of this growing

body of literature is summarized in a recent survey (Hassin, 2016). The central approach

to examine the strategic behavior is to characterize the equilibrium arrival times, pre-

suming that self-optimizing customers make strategic decisions about their arrival. Given

the wide range of queueing game applications, various queueing games have been stud-

ied which differ in characteristics such as the number of customers, customer preferences

over outcomes, the service time required to process a customer, (dis)allowance of arrivals

prior to the opening time, etc. In regards to customer preferences, a natural issue to

consider is the desire to avoid congestion. This disutility is typically modelled as a waiting

time penalty and was first considered by Glazer and Hassin (1983). They investigated the

equilibrium arrival times of a (random) number of homogeneous customers who wish to

minimize their individual waiting time when the service time requirement of each cus-

tomer is exponentially distributed. They showed that, in the symmetric equilibrium, each

customer arrives according to a continuous probability distribution that extends over a

bounded interval of time. This model was further extended to games where the facility has

pre-scheduled service times (Glazer and Hassin, 1987), and where customers cannot arrive

prior to opening (Hassin and Kleiner, 2011). Moreover, theoretical predictions of related

models have been compared to empirical findings in laboratory experiments, which provide

support for the symmetric equilibrium solution (Rapoport et al., 2004; Seale et al., 2005;
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Stein et al., 2007). However, customers may not only want to avoid waiting time but also

be interested in completing their service at an early time. An example of this could be a

commuter driving home from work. He wish to avoid traffic but is not willing to stay at

work until midnight in order to achieve this. This additional disutility is often modelled as

a lateness penalty that increases the later one completes service. Such preferences was first

studied by Jain et al. (2011) who analyzed equilibrium arrival times of a continuum of ho-

mogeneous customers. This preference structure was further extended to queueing games

with other characteristics, such as systems employing the last-come first-serve rather than

the canonical first-come first-serve queue discipline (Platz and Østerdal, 2012), general

customer populations with exponentially distributed service times (Juneja and Shimkin,

2013), finite closing times of the facility (Haviv, 2013), and discrete arrival time choices

(Breinbjerg et al., 2016).

While the above mentioned studies uncover many important insight into the strategic

choices of arrival time in queueing games, they limit their attention to some rather restric-

tive assumptions regarding customer preferences and service time requirements. Specifi-

cally, the preferences are assumed to be represented by a multilinear function of its penalty

attribute(s), and moreover, the service time requirement of each customer is often assumed

to be either deterministic or exponentially distributed. Both assumptions greatly simpli-

fies the equilibrium analysis and allow for an explicit characterization of the equilibrium

arrival times, however, it raises some important questions about the extendability of the

equilibrium solution. From a management perspective, it is important to understand and

predict the arrival behavior within a large class of queueing games in order to anticipate

the arrival incentives induced by a queueing situation.

This paper extends the equilibrium analysis to queueing games with more general

classes of customer preferences and service times. Specifically, we focus on queueing games

where a finite number of customers, with identical preferences composed of waiting and

lateness penalties, arrive to a single-server facility that opens at a given point in time.

We shall also restrict attention only to facilities that serve customers on a first-come,

first serve (FCFS) basis with no closing time and does not allow customer arrivals prior

opening. For this class of queueing games, we provide a constructive procedure for finding

a symmetric equilibrium for any game and show that this equilibrium in fact is the only

symmetric equilibrium that exist. We note that the basic concept of the constructive

procedure carries over to other variants of queueing games that modify the assumptions of

closing time, early arrivals, and the priority order discipline1. We also provide numerically

computed examples of the symmetric equilibrium induced by a non-multilinear utility

1Breinbjerg and Østerdal (2016) derive equilibrium arrival times under the last-come, first-serve pre-

emptive (LCFS-PR) discipline and numerically compare these with those established in the present paper

under the FCFS discipline.
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function.

The paper is organized as follows: Section 2 introduces the queueing game and model

assumptions. Section 3 first defines the relevant notion of the equilibrium solution (3.1),

and thereafter establishes some preliminary results (3.2) used to formulate a constructive

procedure for findings such an equilibrium (3.3). Subsequently, some properties of the

equilibrium solution are presented and proved (3.4 and 3.5). Section 4 presents some

numerical computations of the equilibrium which have been computed via a discretized

version of the constructive procedure. We conclude the paper in Section 5 with a brief

summary and future research directions. To facilitate an intuitive presentation of the

paper, proofs that require technical notation for the transient queueing dynamics are

relegated to the Appendix.

2 The Queueing Game2

A finite set of customers N = {1, 2, ..., η}, η ≥ 2 must be serviced by a single-server facility.

The facility admits customers for service within the time interval R+
0 = [0,∞) such that

the facility opens for admission at time 0 and does not close before all customers have been

served. We assume that the facility serves one customer at a time according to a FCFS

regime. Moreover, we assume that the time required for each customer to complete her

service is independent and identically distributed according to the cumulative distribution

function S which is absolutely continuous, strictly monotonically increasing and has finite

moments. If several customers arrive at exactly the same time, then they are admitted in

a uniformly randomized order.

Strategy of Arrival. Each customer i ∈ N independently choose her time of arrival

according to the same (mixed) strategy F which represents a cumulative probability distri-

bution (cdf) that assigns to each point in time t ∈ R+
0 the probability F (t) that a customer

has arrived by time t. We assume that F : R+
0 → [0, 1] where F is nondecreasing, every-

where right-continuous with left limits, and limt→∞ F (t) = 1. Let S(F ) denote the support

of strategy F which is the smallest closed set of probability 1, namely
∫
S(F ) dF (t) = 1.

Time of Departure. Given a strategy F , we consider the probabilities associated with

the time for which a customer has completed her service and departs the system for good.

Let Di denote the ex-ante cumulative departure time distribution for any customer i such

that Di(d | t, F ) is the probability that i has departed the system by time d ∈ R+
0 given

that she arrive at time t ∈ R+
0 and the η− 1 other customers arrive according to F . Note

2To facilitate an intuitive formulation of game, we let script letters denote sets or collections, capital let-

ters denote functions, small letters denote set-elements or generic variables, greek letters denote exogenous

parameters, and capital bold letters denote random variables.
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that limd→∞Di(d | t, F ) = 1 for all t since FCFS is work-conserving3. Note also that

Di(d | t, F ) = 0 for all d ≤ t. A formal definition of Di is given in Appendix A.1 using

standard queueing relations.

Utility Function. We assume that the customers have identical preferences. Each

customer wants to receive service as early as possible and spend a minimum of time in

the queue. To capture such preferences, let U denote a utility function such that the

value U(t, d) is the utility of a customer who arrives at time t and departs the system at

time d after waiting in the queue for d − t time units. We assume that U is well-defined

and continuous at all d ≥ t, and strictly decreasing in both the departure time d and the

waiting time d− t. Moreover, U is bounded from above and limt→∞ U(t, t) = −∞.

We assume that every customer is (von Neumann-Morgenstern) rational and aims to

maximize her expected utility with respect to her time of arrival. For a given strategy F ,

we denote by Ui customer i’s expected utility by arriving at time t with certainty when

the η − 1 other customers arrive according to F , so

Ui(t, F ) =

∫ ∞
t

U(t, d) dDi(d | t, F ) (1)

where
∫

is the Lebesgue integral over the cumulative departure time distribution Di.

A queueing game is a tuple G = 〈 η, U, S 〉 where η is the finite number of customers, U

is the utility function of each customer, and S is the independent and identical customer

service time distribution.

3 Equilibrium Analysis

This section first defines the notion of an symmetric equilibrium in Section 3.1, which is

used as the solution concept to study outcomes of the queueing game G. We next provide

preliminary insights in Section 3.2 that will be useful for the foregoing analysis. Section

3.3 presents a constructive procedure for finding an equilibrium, and lastly, Section 3.4

and 3.5 presents and proves some general equilibrium properties, respectively.

3.1 Symmetric Equilibrium

To study the strategic arrivals of customers in a queueing game G, we adopt the Nash

equilibrium concept for which no customer can improve her expected utility by a unilateral

change of her time of arrival (Nash, 1951). Formally, we define the equilibrium as follows,

3 A queueing discipline is work-conserving if the server is never idle when the queue is not empty (see

Hassin and Haviv, 2003).
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Definition 1 For any queueing game G, we say that strategy F constitutes a symmetric

(Nash) equilibrium if, and only if, it holds for every customer i ∈ N that

(i) Ui(t, F ) ≥ Ui(s, F ) for all t ∈ S(F ) and s ∈ R+
0

(ii) Ui(t, F ) = Ui(s, F ) for all t, s ∈ S(F ).

Definition 1 prescribes a probability distribution that assigns to every point in time, the

probability of each customer arriving at the facility, such that no customer wishes to

change her strategy unilaterally. We shall occasionally refer to a strategy that constitutes

a symmetric equilibrium as a equilibrium strategy.

The interpretation of an equilibrium strategy is often considered more as a descrip-

tive rather than prescriptive solution for real-life customer behavior. In this context, we

therefore do not necessarily expect that each customer fully randomize her arrival decision

according to a probability distribution in real-life queueing situations, but that this distri-

bution rather reflects her beliefs about the others customers decisions. These beliefs may

be the result of repeated interaction and learning within everyday queueing situations.

3.2 Preliminaries

The first result states some important properties of the cumulative departure distribution.

Proposition 1 For any queueing game G and any customer i ∈ N , the cumulative de-

parture time distribution Di satisfies the following properties for any given t ∈ R+
0 and

strategy F :

(i) Di(d | t, F ) is continuous over R+
0 .

(ii) If F (t) > lims↑t F (s), then Di(d | t, F ) ≤ lims↑tDi(d | s, F ) for all d ∈ R+
0 with strict

inequality at some d.

(iii) If F (0) > 0, then Di(d | 0,F−i) ≥ lims↓0Di(d | s,F−i) for all d ∈ R+
0 with strict

inequality at some d.

(iv) Let F̃ be another strategy such that F̃ (s) = F (s) for all 0 ≤ s < t and F̃ (t) =

lims↑t F̃ (s) + x̃. If F (t) = lims↑t F (s) + x, then for all 0 ≤ x < x̃, it holds that

Di(d | t, F ) ≥ Di(d | t, F̃ ) for all d ∈ R+
0 with strict inequality at some d.

The proof of Proposition 1 is relegated to Appendix A.1 as it requires additional notation

to describe the stochastic queueing process and its sample path relations. The claims

of Proposition 1 are quite intuitive. That is, a customer’s departure time distribution is

continuous since every customer’s service time distribution S is continuous [claim (i)]. A

customer that arrives at a point in time where other customers may arrive simultaneously

(i.e. a point of discontinuity in F ), has a lower probability of having departed the system

at any point time than if she instead arrive immediately before such point and avoid
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the excess congestion [claim (ii)]. If other customers may arrive at opening time, then a

customer who arrives immediately after opening time has a lower probability of having

departed the system at any point in time than if she instead arrived at the opening time

[claim (iii)]. Lastly, if a customer arrives at a point of discontinuity, then the probability

of a customer having departed the system at any point in time is decreasing in the size of

the upward jump [claim (iv)].

The next result addresses for any customer i the relationship between Ui and Di and

is a corollary of Rothschild and Stiglitz (1970)’s Equivalence Theorem.

Lemma 1 For any queueing game G and any customer i ∈ N , let F and F̃ be two distinct

strategies. Then Ui(t, F ) ≥ Ui(t, F̃ ) for any t ∈ R+
0 if Di(d | t, F ) ≥ Di(d | t, F̃ ) for all

d ∈ R+
0 . Furthermore, if strict inequality holds for some d, then Ui(t, F ) > Ui(t, F̃ ).

Note that Lemma 1 is a corollary of a “dual” statement of the Equivalence Theorem in the

sense that the present paper considers strictly monotonically decreasing utility functions

whereas Rothschild and Stiglitz stated their result wrt. non-decreasing utility functions.

3.3 A Constructive Procedure

This section presents a method for constructing a strategy that constitutes a symmetric

equilibrium of a queuing game G. Moreover, the procedure also suffices as a constructive

proof for the existence of a symmetric equilibrium strategy. The main result is summa-

rized as follows,

Theorem 1 One has a constructive procedure for finding a symmetric equilibrium of any

queueing game G.

We prove this claim by defining a family of functions {Xl}0≤l≤1 where for each l, Xl is the

limit of a convergent and recursive sequence
{
X̄l,h | 0 ≤ l ≤ 1

}
h∈N indexed by the non-

negative integer h. We then show that a member of the family {Xl} in fact represents a

strategy that constitutes a symmetric equilibrium.

We start by providing some useful notation. For any given l ∈ [0, 1] and h ∈ N, let

Xl,h : R0
+ → [0, 1] be a function where Xl,h(t) is the image of Xl,h at t. For any point in

time t where Xl,h(t) ≤ 1 and Xl,h is non-decreasing and right-continuous over [0, t], then

the expected utility Ui(t,Xl,h) is well-defined for any customer i ∈ N .

Fix l to be a constant, 0 ≤ l ≤ 1, and assume that Xl,h(0) = l for all h. Intuitively, one

may think of Xl,h(0) as the expected share of η− 1 customers that arrive at time 0. Note

that customer i’s expected utility of arriving at time 0 when the other η − 1 customers

arrive according to Xl,h is given by Ui(0, Xl,h).

We now define a sequence of recursive functions Xl,0, Xl,1, Xl,2, . . . where Xl,0 is the

designated starting term. We start by characterizing for h = 0 the properties of Xl,0. For
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each t ∈ R+
0 , let

Xl,0(t) =


l for xtl,0 < 0

l + xtl,0 for xtl,0 ∈ [0, 1− l]

1 for xtl,0 > 1− l

(2)

where

xtl,0 = sup

x ∈ R+
0

∣∣∣∣∣∣∣∣
Ui(0, Xl,0) ≤ lims↓t Ui(s,X

x
l,0)

where Xx
l,0(t) = l + x and

Xx
l,0(s) = l for all 0 ≤ s < t

 . (3)

Intuitively speaking, xtl,0 represents the maximal expected share of η − 1 customers that

arrive exactly at time t such that a customer who arrives immediately after t yields at

least the same expected utility as she would if she instead arrives at time 0, given that no

customers arrive in the interval (0, t). By Proposition 1, part (iv), it follows that xtl,0 is

uniquely determined for each t since lims↓t Ui(t,X
x
l,0) is strictly decreasing in x. Note that

Xl,0 is right-continuous at any t since Ui is continuous by Proposition 1, part (i). Note

also that Xl,0 is bounded and may not necessarily be monotonically increasing. For each

t, let

X̄l,0(t) = max{Xl,0(s) | 0 ≤ s ≤ t} (4)

By construction, X̄l,0 is monotonically increasing over R+
0 . Figure 1 graphically illustrates

an example of Xl,0 and X̄l,0.

t

1

0

l

t1 t2 t3

Xl,0 X̄l,0

Figure 1: Example of Xl,0 and X̄l,0: l is the expected share of customers that arrives at time 0. The

function Xl,0 is increasing over the time interval [t1, t2], hence X̄l,0 is also increasing. Conversely, Xl,0 is

decreasing over (t2, t3], while X̄l,0 remains the maximum value Xl,0 obtained at time t2. Lastly, Xl,0(t) = l

for all t > t3. In this example, Xl,0 is a concave function, however, this may not necessarily be the case

for all utility functions U .

We next characterize the recursive statement of Xl,h for each h > 0. Suppose that
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X̄l,h−1 has been defined for h > 0. For each t ∈ R+
0 , let

Xl,h(t) =


X̄l,h−1(t) for xtl,h < 0

X̄l,h−1(t) + xtl,h for xtl,h ∈ [0, 1− X̄l,h−1(t)]

1 for xtl,h > 1− X̄l,h−1(t)

(5)

where

xtl,h = sup

x ∈ R+
0

∣∣∣∣∣∣∣∣
Ui(0, Xl,h) ≤ lims↓t Ui(s,X

x
l,h) where

Xx
l,h(t) = X̄l,h−1(t) + x and

Xx
l,h(s) = X̄l,h−1(t) for all 0 ≤ s < t

 . (6)

Intuitively speaking, xtl,h represents the maximal expected share of η − 1 customers that

arrive exactly at time t such that a customer who arrives immediately after t yields at

least the same expected utility as she would if she instead arrives at time 0, given that

the η − 1 customers arrive according to X̄l,h−1. By Proposition 1, part (iv), it follows

that xtl,h is uniquely determined for each t since lims↓t Ui(t,X xl,h) is strictly decreasing in

x. Note that Xl,h is right-continuous at any t since Ui is continuous by Proposition 1, part

(i) Note also that Xl,h is bounded and may not necessarily be monotonically increasing.

For each t, let

X̄l,h(t) = max{Xl,h(s) | 0 ≤ s ≤ t} (7)

By construction, X̄l,h is monotonically increasing.

The recursive process yields the sequence X̄l,0, X̄l,1, . . . which is bounded and mono-

tonically increasing with X̄l,0(t) ≤ X̄l,1(t) ≤ . . . over h ∈ N and for all t ∈ R+
0 . It

thus follows by the monotone convergence theorem that the sequence is convergent. Let

Xl(t) = limh→∞ X̄l,h(t) denote the limit of the sequence for each t. Figure 2 graphically

illustrates an example of a recursive sequence X̄l,0, X̄l,1, . . . that converges towards a limit

Xl.

So far l has been fixed. We now define a family of functions {Xl}0≤l≤1 where for each

l, Xl is the limit of the convergent and recursive sequence
{
X̄l,h | 0 < l ≤ 1

}
h∈N. For each

member of {Xl}, we examine whether it represents an equilibrium strategy. Specifically, we

establish a value of l for which the member of {Xl} satisfies the following three criteria: (1)

Xl is non-decreasing and right-continuous with left limits over R+
0 , (2) limt→∞Xl(t) = 1,

and (3) for any customer i, Ui(t,Xl) ≥ Ui(s,Xl) for each t where Xl(t) > Xl(s) for all

0 ≤ s < t, and moreover, Ui(t
l
b, Xl) ≥ Ui(q,Xl) for all q ≥ tlb where tlb = inf{t | Xl(t) = 1}.4

4Note that property (3) is alternative statement of Definition 1 where Xl need not have a well-defined

support set S. Intuitively, property (3)’s first term states that a customer obtains at least the same

expected utility by arriving at any point in time where XI is not “flat” compared to that of arriving at

any point in time. The second term states that no customer can obtain a strictly higher expected utility

by arriving later than the point in time tlb.
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t

h ↑

1

0

l

t1 t2

X̄l,0

X̄l,1

X̄l,2

...

Xl

Figure 2: Example of recursive sequence X̄l,0, X̄l,1, . . . : As the number of iterations h increases, the hth

recursively stated term X̄l,h converge towards the limit Xl. In this example, there exists a point in time

t2 for which Xl(t2) = 1. However, this is not necessarily the case for all values of l.

We first note that Xl satisfy criteria (1) for all 0 ≤ l ≤ 1, by construction. We then

note that Xl cannot represent an equilibrium strategy for values of l where tlb = ∞ as

criteria (2) is thus not satisfied. Cases for which tlb = ∞ might occur for sufficiently low

values of l. In what follows, we therefore examine members of {Xl} for decreasing values

of l starting from 1.

We start by examining the member of {Xl} for which l = 1. We consider two distinct

cases: Either Ui(t,X1) ≤ Ui(0, X1) for all t > 0 and any i and we conclude that X1

satisfy criteria (1) through (3) and thus represents an equilibrium strategy. Otherwise,

Ui(t,X1) > Ui(0, X1) for at least one point t > 0 and X1 cannot represent an equilibrium

strategy. In the latter case, we proceed to members of {Xl} with lower values of l. We

make the following observations:

(a) There exists some ε > 0 (sufficiently small) such that the member of {Xl} for l = 1−ε
have tlb < ∞. This follows immediately by construction of Xl, once we note that

Ui(t,X1) > Ui(0, X1) for some t > 0.

(b) For all members of {Xl} where tlb < ∞ then tlb is continuous at l. This follows by

construction of Xl.

Combining (a) and (b), it follows that there must exist an l = l∗ such that Xl∗ satisfy

criteria (3). It thus immediately follows that Xl∗ represents a strategy that constitutes a

symmetric equilibrium. Figure 3 graphically illustrates an example of such Xl∗ .

3.4 Equilibrium Properties

This section establishes some general properties of an equilibrium strategy. The properties

are summarized in the following theorem:
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t

I ↓l1

l2

1

0

l∗

tl1b tl2b tl
∗
b

Xl∗

Xl2
...

Xl1

Figure 3: Example of {Xl}0≤l≤1: All members of {Xl} for which l∗ ≤ l ≤ 1 yields Ui(t
l
b, Xl) < Ui(s,Xl)

for s > tlb whereas the member of {Xl}0<l≤1 with l = l∗ represents an equilibrium strategy.

Theorem 2 For any queueing game G, there exists one, and only one, strategy that

constitutes a symmetric equilibrium. Let F be a symmetric equilibrium strategy, then the

following properties holds for F :

(i) F (t) is continuous at all t > 0 and has 0 < F (0) ≤ 1.

(ii) The support S(F ) of F is a compact set and there exists a non-empty and bounded

interval (0, ta) such that S(F ) ∩ (0, ta) = ∅ for 0 < ta ≤ ∞.

Figure 4 illustrates an example of the properties of an equilibrium strategy. In this exam-

ple, customers assign a strictly positive probability F (0) > 0 for arriving at the opening

time 0. Immediately after opening, no customer arrives at the facility within the interval

of time (0, ta), i.e. F (t) = F (0) for all 0 < t < ta. At time ta and onwards, the customers

then smoothly assigns probability of arrival up until some time tb <∞ at which point all

customers have arrived.

Theorem 2 suggests that there may be queueing games for which the equilibrium

strategy has slightly different characteristics than that illustrated in Figure 4. That is,

some games may induce an equilibrium strategy F for which F (0) = 1 such that S(F ) =

{0}. Conversely, other games may induce an equilibrium strategy F for which 0 < F (0) ≤
1 and S(F ) ∩ (0, ta) = ∅ for ta < ∞ (similar to that of Figure 4) but where F is not

necessarily strictly monotonic in [ta, tb] for tb = inf{t | F (t) = 1} < ∞, i.e. S(F ) \ {0} is

not necessarily a connected set. Specifically, S(F ) \ {0} may be a finite union of disjoint

closed intervals, which graphically means that the arrival distribution has intervals within

[ta, tb] where it is “flat”.

3.5 Proof of Theorem 2

This section is devoted to the proof of Theorem 2 which proceeds through several lemmas.

Specifically, we start by establishing some important characteristics of an equilibrium
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t

F (t)1

0

l

0 ta tb

Figure 4: Example of an equilibrium strategy: Let F be a strategy that constitutes a symmetric equilib-

rium. In this example, F has F (0) = l for 0 < l < 1, and has the support S(F ) = {0} ∪ [ta, tb] for tb <∞
such that F is strictly monotonic over [ta, tb]. By definition, Ui(t,F−i) = Ui(t

′,F−i) for all t, t′ ∈ S(F )

and any i.

strategy through Lemma 2 to 5, and subsequently, show that there exist a most one

strategy that constitutes a symmetric equilibrium by Lemma 6 and 7.

The first result establishes that every customer assigns a strictly positive probability

of arriving at the opening time 0.

Lemma 2 Let F be an equilibrium strategy for some queueing game G. Then F (0) > 0.

Proof. Suppose that F (0) = 0. Then any customer i could arrive at time 0 and start

service immediately without waiting. That is, Ui(0, F ) > Ui(t, F ) for all t > 0. This

contradicts the equilibrium definition and thus proves that F (0) > 0 in equilibrium. �

The next result addresses the continuity of an equilibrium strategy.

Lemma 3 Let F be an equilibrium strategy for some queueing game G. Then there exists

no time t > 0 such that F (t) > lims↑t F (s).

Proof. We prove by contradiction. Suppose that F (t) > lims↑t F (s) for some point in time

tR+
0 . Then it follows from Proposition 1, part (ii) that Di(d | t, F ) ≤ lims↑tDi(d | s, F )

for all d ∈ R+
0 with strict inequality at some d; hence U(t, F ) < lims↑t U(s, F ) by Lemma

1. This contradicts the equilibrium assumption and thus proves that F (t) = lims↑t F (s)

for all t. �

Since any strategy F by definition is everywhere right-continuous, then Lemma 2 and 3

immediately proves Part (i) of Theorem 2.

The next result establishes that every customer arrives at the facility with certainty

within some bounded interval of time.
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Lemma 4 Let F be an equilibrium strategy for some queueing game G. Then S(F ) is a

bounded set.

Proof. It follows immediately from Lemma 2 that S(F ) is bounded from below at 0.

We next prove by contradiction that S(F ) is also bounded from above. Suppose that

inf{t | F (t) = 1} = ∞. For any customer i ∈ N , it then follows by the equilibrium

definition that Ui(t, F ) = −∞ for all t ∈ S(F ) since limt→∞Di(d | t, F ) = 0 for all d <∞
and limt→∞ U(t, t) = −∞, by definition. This leads to a contradiction, however, since

customer i obtains Ui(s, F ) > −∞ by arriving at s <∞ since min{d | Di(d | s, F ) = 1} <
∞ under the work-conserving FCFS discipline. This proves that S(F ) must be bounded

from above and therefore bounded, hence proving Lemma 4. �

Since the support S(F ) is closed, by definition, it immediately follows from the Heine–

Borel theorem that S(F ) is a compact set.

The following lemma relates to the interior “hole” in the support of an equilibrium

strategy.

Lemma 5 Let F be an equilibrium strategy for some queueing game G. Then there exists a

non-empty and bounded interval of time (0, ta) such that S(F )∩(0, ta) = ∅ for 0 < ta ≤ ∞.

Proof. If follows by Lemma 2 that F (0) > 0. By Proposition 1, part (iii), it then follows

for any i ∈ N that Di(d | 0, F ) ≥ lims↓0Di(d | s, F ) for all d ∈ R+
0 with strict inequality

at some d, hence Ui(0, F ) > lims↓0 Ui(s, F ) by Lemma 1. As any customer that arrives

immediately after time zero needs to wait for the service completion of the customers

who arrived at time zero according to the FCFS regime, the inequality of expected utility

extends to the interval (0, ta) where ta = inf{t > 0 | Ui(t, F ) ≥ Ui(0, F )} in the sense that

Di(d | 0, F ) ≥ Di(d | t, F ) for any t ∈ (0, ta) and all d with strict inequality at some d,

hence Ui(0, F ) > Ui(t, F ) for all t ∈ (0, ta). Note that ta = ∞ when {t > 0 | Ui(t, F ) ≥
Ui(0, F )} = ∅ since inf ∅ = ∞. This proves that the interval (0, ta) for 0 < ta ≤ ∞
cannot intersect with the support S(F ) as this otherwise would contradict the equilibrium

definition. �

Lemma 4 and 5 immediately prove Theorem 2, part (ii).

The next results establishes some properties of the cumulative departure time distribu-

tion Di under different strategies. The results are key for later establishing the uniqueness

of an equilibrium strategy.

Lemma 6 Let F and F̃ be two distinct equilibrium strategies for some queueing game G.

For any customer i ∈ N , then the following properties holds for the cumulative departure

time distribution Di:
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(i) If F (0) = F̃ (0) and F (s2) − F (s1) ≤ F̃ (s2) − F̃ (s1) for all 0 ≤ s1 < s2 ≤ t with

strict inequality for some s1 and s2. Then Di(d | t, F ) ≥ Di(d | t, F̃ ) for all d ∈ R+
0

with strict inequality at some d.

(ii) If F (t) = F̃ (t) and F (s) ≤ F̃ (s) for all 0 ≤ s ≤ t with strict inequality at some s.

Then Di(d | t, F ) ≤ Di(d | t, F̃ ) for all d ∈ R+
0 with strict inequality at some d.

The claim follows by stochastic coupling arguments which are presented in Appendix A.2.

The next result establish the uniqueness of an equilibrium strategy.

Lemma 7 There exist at most one strategy F that constitutes a symmetric equilibrium

for a queueing game G.

Proof. We prove by contradiction. Let F and F̃ be two distinct equilibrium strategies

such that F 6= F̃ . Let tb = min{t | F (t) = 1} and t̃b = min{t | F̃ (t) = 1}. In what follows,

we distinguish between the following three cases of F (0) and F̃ (0):

F (0) < F̃ (0): In this case, it follows immediately that Ui(t, F ) > Ui(t, F̃ ) for all t ∈ S(F )

and any i ∈ N . We further distinguish between the following cases of tb and t̃b.

(i) tb > t̃b : In this case, F̃ (t) dominates F (t) in the sense that F̃ (t) ≥ F (t) for all

0 ≤ t ≤ t̃b with strict inequality at some t. However, this leads to a contradic-

tion since any customer arriving in accordance to distribution F̃ could arrive

with certainty immediately after tb and obtain a higher expected utility.

(ii) tb ≤ t̃b : In this case, there exists a point in time where F and F̃ intersect. Let

s = min{t | F (t) = F̃ (t)} denote the earliest point for which this is the case.

It thus follows immediately from Lemma 6, part (ii), that Ui(s, F ) < Ui(s, F̃ )

since F (s) = F̃ (s) and Fi(t) ≤ F̃i(t) for all 0 ≤ t ≤ s. This leads to a con-

tradiction and thus proves that F and F̃ cannot both be an equilibrium strategy.

F (0) > F̃ (0): The case is symmetric to that of F (0) < F̃ (0) and thus omitted.

F (0) = F̃ (0): In this case, it follows that Ui(t, F ) = Ui(t, F̃ ) for all t ∈ S(F ). Given that

F 6= F̃ , then one of the following cases must be true:

(i) tb ≥ t̃b: Let s = max{t | F (t) = F̃ (t), 0 ≤ t < t̃b} be the latest point in time at

which the expected share of arrived customers is the same for the two arrival

distributions. Note that s is well-defined since F and F̃ are continuous and

F̃ (t̃b) ≥ F (tb). Then there must exists an ε > 0 (sufficiently small) such that

F (s + ε) − F (s) < F̃ (s + ε) − F̃ (s). In this case, It follows from Lemma 6,

part (i), that Ui(s + ε, F ) > Ui(s + ε, F̃ ). Hence, this contradicts that F and

F̃ provides the same expected utility and proves that F and F̃ cannot both be

an equilibrium strategy.
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(ii) tb < t̃b: The case is symmetric to that of tb ≥ t̃b and thus omitted.

With Theorem 1 proving the existence of a symmetric equilibrium strategy, Lemma 7

completes the proof of Theorem 2.

4 Numerical Computation

This section demonstrates some numerically computed equilibrium strategies for various

queueing games. Specifically, we assume that customer service times are i.i.d. exponen-

tially distributed and compute equilibrium strategies for an example of a non-linear utility

function.

The numerical procedure used to compute an equilibrium strategy is a discretized

variant of the constructive procedure in Section 3.3. Figure 5 illustrates a flowchart of the

numerical procedure. For a given set of inputs, the procedure performs a binary search of

the value of l that induce a function Xl that represents an equilibrium strategy.

Start

Inputs:

– Exponential service time rate µ > 0
– Population size 2 ≤ η <∞
– Utility function U
– Tolerance parameter ε > 0
– Time discretization parameter ∆ > 0
– Binary search parameter α = 0

Set l = 1

Compute Xll := 1
2(α+ β)

max
t
Xl(t) ≥ 1− εα := l

Ui(s,Xl)− Ui(0, XI) ≤ ε,
∀s > min{t | Xl(t) ≥ 1− ε}

β := l

End

no

yes

no

yes

See procedure described

in Appendix A.3

Binary Search Method

Figure 5: Flowchart of the numerical procedure: Each geometric shape represents an action within the

procedure: The rounded squares are the start and ending, the trapezium is the exogenous inputs, the

squares are steps in the process, and circles are binary decisions (yes/no) based on a question. The arrows

indicate the flow from one process or decision to another. Note that := is the assignment operator that

changes an existing variable’s value.
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As indicated in Figure 5, the numerical procedure used to compute Xl for a given value

of l and its computational complexity is described in detail in Appendix A.3. Note that

the number of required iterations for the binary search of l to converge is a function of the

tolerance parameter ε. For any equilibrium strategy with l < 1, the procedure requires

multiple (possibly many) search iterations of l before convergence.

We applied the numerical procedure presented above to compute equilibrium strategies

for several examples of customer population size which is depicted in Figure 6.5 For a

population size of two customers, the computed equilibrium strategy prescribes that both

customers arrive with certainty at the opening time 0. As the population size increases,

both the time interval immediately after opening in which no customer arrive and the

strategies support set increases monotonically.

0 5 10 15 20

0.5
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0.7

0.8
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1.0

t

η = 2
η = 3
η = 4
η = 5
η = 6
η = 7
η = 8

Figure 6: Numerically computed equilibrium strategies: Examples of equilibrium strategies for Cobb-

Douglas utilities U(t, d) = −d0.5(d− t)0.8 and µ = 1, ∆ = 0.1, ε = 0.001.

5 Concluding Remarks

We have addressed the strategic arrival times to queueing games with general classes of

customer preferences and service times. We have done so by introducing a procedure that

suffices as a constructive proof for the existence of an equilibrium but also serves as a

general method to numerically compute such equilibrium. For concreteness and brevity,

we restricted focus to games where customers with preferences composed of waiting and

lateness penalties seek service at a single-server facility that opens at a given point in

time, has no closing time, does not allow arrivals prior opening, and serves the customers

on a FCFS basis. For such queueing games, we showed that there always exist a uniquely

determined symmetric equilibrium where each customer arrives according to a continuous

probability distribution that extends over a bounded interval of time, admits a positive

5The Python script used to compute the illustrated examples is available upon request.
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probability of arrival at the opening time 0, and has an open time interval immediately

after time 0 where there are no arrivals. We accompanied the equilibrium characterization

with numerically computed examples of symmetric equilibria induced by a non-multilinear

utility function.

The equilibrium properties characterized in this paper are qualitatively similar to those

shown by existing literature that considered queueing games without closing times and

arrivals prior to opening (Glazer and Hassin, 1983, Haviv, 2013, and Platz and Østerdal,

2012). While we did not specify a closing time for the server, and does not allow arrivals

prior to opening, the basic approach of the constructive procedure easily carries over to

variants of such model assumptions. This is also the case if we were to consider other

compositional variants of customer preferences. Specifically, customers may not always be

worried about the lateness, but rather about the number of customers who arrived ahead

of them. This is the case for concerts or flights with unmarked seats, where there is no

actual penalty for tardiness unless other customers have arrived and taken hold of the

better seats. This disutility is modelled as an order penalty and was recently introduced

by Ravner (2014).

There are several important directions for further research on queueing games. One

is to analyze the existence of asymmetric equilibria. For queueing games with no closing

time and multilinear waiting and lateness penalties, Juneja and Shimkin (2013) estab-

lished the existence and uniqueness of the equilibrium without assuming a-priori that the

equilibrium is symmetric. While such uniqueness does not necessarily hold for games

with closing times, it may extend to games with more general classes of preferences. An-

other direction is the consideration of heterogeneous (multiclass) customers. This has

been considered lately in a queueing context by Guo and Hassin (2012), and in the closely

related queueing game in Jain et al. (2011). A third direction is to consider target time

preferences similar to Vickrey (1969)’s transportation bottleneck model. As previously

mentioned, his models assume that customers have a target time at which they wish to

get to their destination, and are accordingly penalized for being too early or too late.

The lateness penalty considered in the present paper, is a special case of such preferences

where the target time equals the opening time of the facility. A fourth direction is the

consideration of queueing games with multiple servers. This has recently been considered

by Haviv and Ravner (2015) who examine a multi-server system with no queue buffer,

where customers are interested in maximizing the probability of obtaining service. A fifth

direction is to extend the equilibrium analysis to queueing games with other queue disci-

plines. This direction is currently being studied by Breinbjerg and Østerdal (2016) who

derive equilibrium arrival times under the last-come, first-serve preemptive (LCFS-PR)

discipline. The equilibrium analysis in all the aforementioned extended queueing games

presents a considerable challenge for future work.
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A Appendix

A.1 Proof of Proposition 1

We use standard notation for random variables and event probabilities. That is, for any

random variable Z, we refer to [Z ≤ z] as the event that contains all outcomes for which

the random variable Z takes on values lower than z. We refer to Pr{Z ≤ z} as the

probability of realizing the event [Z ≤ z].
We start the proof by defining some relevant queueing relations for our system. Fix a

strategy F . Let AF (t) denote the cumulative arrival process that represents the (random)

number of customers who have arrived at the facility in the time interval [0, t] when

η − 1 customers arrive independently according to F . The process can be expressed as

AF (t) =
∑η−1

i=1 1{Ti≤t} where the Ti’s are an independent random variables distributed

as F and 1{·} denotes the indicator function of any set {·}. The process is defined on

the state space {0, 1, . . . , η− 1} and is right-continuous with left hand limits at all t. The

process has the initial condition AF (0) which is a binomial distributed random variable

wrt. each customer’s probability F (0) of arriving at time 0. In what follows, we simply

denote AF (t) by A(t) although the process is always determined by strategy F .

We next elaborate on the relation between the arrival process and the customers’

departure times. Let {Sj}j≥1 denote the i.i.d. service time distribution, where Sj is the

service time of the customer who is the jth to be served. Let C(t) denote the number of

service completions if the server is busy for t ≥ 0 time units, so

C(t) = max
m≥0


m∑
j=1

Sj ≤ t

 (8)

assuming that there are infinitely many customers (we are not restricting C(t) to η − 1

for notational convenience). Let I(t) denote the idle process at time t which measures the

time that the service facility has been idle — or equivalently, the time that the queue has

been empty since FCFS is work-conserving — in the time interval [0, t]. For each t, the

value of t− I(t) is thus the time for which the queue was busy. Let Q(t) denote the queue

length process where Q(t) is the number of customers in the queue at time t (including the

one in service). Formally, the queue length and idle process satisfies the following sample

path relation:

Q(t) = A(t)−C (t− I(t)) (9)

I(t) =

∫ t

0
1{Q(s)=0}ds. (10)

It follows immediately that Q(0) = A(0) once we note that [I(0) = 0] with probability

1. Note also that for any point t where F (t) has an upwards jump, then A(t) may have

a jump discontinuity greater than size 1 and Q(t) thus has a jump discontinuity of equal
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magnitude to A(t). Let {Jj}j≥1 denote the arrival epoch sequence where Jj is the arrival

time of the jth customer who arrived at the facility, i.e. A(t) = sup{j : Jj ≤ t}. Let

R(t) denote the residual service time process where R(t) is the remaining amount of time

needed to complete the service of the customer that is in the process of being served at

time t. Formally,

R(t) = JA(t)−Q(t)+1 + SA(t)−Q(t)+1 − t (11)

where the event [R(t) = 0] occurs with probability 1 if [Q(t) = 0] or [A(t) = 0] occurs with

probability 1. For any customer i ∈ N , let Di(t) denote the departure time of customer i,

i.e. the (random) point in time that customer i departs the system if she arrives at time

t with certainty. The departure time thus satisfies the following sample path relation:

Di(t) =



X+1∑
j=1

Sj , t = 0

t+ R(t) +

A(t)−Y∑
j=A(t)−Q(t)+2

Sj + SA(t)+1 , t > 0 where F−i(t) is discontinuous

t+ R(t) +

A(t)∑
j=A(t)−Q(t)+2

Sj + SA(t)+1 , t > 0 where F−i(t) is continuous

(12)

where X ∼ unif{0, 1, . . . ,Q(0)} and Y ∼ unif{0, 1, . . . ,Q(t) − lims↑t Q(s)} for which

unif{·} denotes a uniform distribution of any discrete set {·}. Note that the empty sum

applies in cases where the lower bound of summation exceeds the upper bound. Intuitively,

Di(t) depends on points of discontinuity in F due to the possibility of simultaneous arrivals

at such points in time. Recall that customers who arrive simultaneously is admitted for

service in a uniformly randomized order. The random variables X and Y thus represents

the resulting service order of customer i under such uniform lotteries. Conversely, the

probability of simultaneous arrivals equals zero at all points in time where F is continuous,

hence the service order of customer i is strict. According to these definitions, all processes

are right-continuous with left limits. Note that the cumulative departure time distribution

Di(d | t, F ) is defined by Pr{Di(t) ≤ d}.
We are now ready to prove the claims of Proposition 1. We prove each claim seperately:

Claim (i) in Proposition 1 follows immediately from the sample path relation of Di(t)

since the independent and identical distributed service time Sj for all j ≥ 1 are continuous

by definition.

Claim (ii) follows by the sample path relation (12). To see this, note that A(·) is a

everywhere right-continuous and non-decreasing counting process. For any point in time t

that A(t) has an upward jump, then Q(t) has an upwards jump of equal magnitude since

the busy time t− I(t) is a continuous process. Clearly, by relation (12), Di(t) also has an

upwards jump at t since R(t) is continuous at t, hence the claim follows immediately as

any customer could arrive immediately before time t and almost surely depart the system

earlier than if she arrive at time t. �
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Claim (iii) follows immediately from the sample path relation of Di(t) once we note

that customers who arrive simultaneously at time 0 are admitted into service in a uniformly

randomized order, while a customer arriving immediately after zero will have to wait for

the service completion of the customers arriving at zero.

Claim (iv) follows by a stochastic coupling argument. Let two arrival processes A

and Ã be implemented on common probability space, and let all customers have identical

services times. With the assumed dominance relation stated in claim (iv), it follows

that A(s) = Ã(s) for all 0 ≤ s < t and A(t) ≥ Ã(t). This implies that Q(t) ≥ Q̃(t)

with probability 1. From sample path relation (12), it follows that Di(t) ≥ D̃i(t) with

probability 1 for any i.

A.2 Proof of Lemma 6

Applying the same notation of the queueing relations as defined in Appendix A.1, we

prove each part of Lemma 6 separately. In both cases, we use stochastic coupling with

two arrival processes implemented on common probability space, and with identical service

times for all customers (see Juneja and Shimkin, 2013).

We first consider part (i). For any customer i ∈ N , note that A(s2) − A(s1) =∑
j∈N\{i} 1{s1<Tj≤s2} for s1 < s2 where Tj ∼ F . It follows from the assumed dominance

relation in part (i) that A(s2)−A(s1) ≤ Ã(s2)− Ã(s1) for all s1 < s2 ≤ t. This implies

that Q(t) ≤ Q̃(t) with probability 1. From sample path relation (12), it follows that

Di(t) ≤ D̃i(t) with probability 1, hence proving part (i) of Lemma 6.

As for the claim of part (ii), with the same coupling, it follows from the assumed

dominance relation in (ii) that Q(t) ≥ Q̃(t) with probability 1 which implies that Di(t) ≥
D̃i(t) with probability 1. To see this, let t′ = max{s ≤ t | F (s) = F̃ (s)} and note

that for any interval s1 < s2 ≤ t where A(s2) −A(s1) ≥ Ã(s2) − Ã(s1) it implies that

Q(s2)−Q(s1) ≥ Q̃(s2)− Q̃(s1) with probability 1. Since A(t′) = Ã(t′) and A(s) ≤ Ã(s)

for all 0 ≤ s < t′, by assumption, there exists a time interval s < t′ ≤ t such that

Q(t′) −Q(s) ≥ Q̃(t′) − Q̃(s) where Q(t′) ≥ Q̃(t′) with probability 1, hence proving part

(ii) of Lemma 6. �

A.3 Procedure for computing Xl

In this section, we first formulate the transient dynamics of the stochastic queueing system

under a given strategy F . We next present a numerical procedure that applies the transient

dynamics in order to compute the function Xl for a given value of 0 ≤ l ≤ 1. Lastly, we

derive the computational complexity of the procedure.

Fix a strategy F . Assume also that customer service times are independently, identi-

cally and exponentially distributed with rate µ, and that F does not have any points of

upward discontinuity. For any i ∈ N , we start the transient analysis by establishing the
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probability of how many customers arrive at the opening time 0 when η − 1 customers

arrive according to F . Let A(t) be the cumulative arrival process determined by F and

note that Pr{A(0) = a} is a binomial distribution with η−1 independent customers, each

of which has the probability F (0) of arriving at time 0. Formally,

Pr{A(0) = a} =


(
η−1
a

)
F (0)a (1− F (0))

η−1−a
for F (0) > 0

1 for F (0) = 0 and a = 0

0 for F (0) = 0 and a 6= 0

. (13)

We next address the dynamics of Pr{Di(t) ≤ d} immediately after the opening time 0

where the service facility commences operation. Some care is required in formulating the

evolution of Pr{Di(t) ≤ d} over time t > 0 since the arrival process is not memoryless,

and the arrival intensity depends on the customers that already arrived. The system can

be presented as a time-inhomogeneous, two dimensional Markov chain {(A(t),Q(t))}t∈R+
0

with transient states (a, q) where a = 0, 1, . . . , η− 1 is the number of customers that have

arrived and q = 0, 1, . . . , η − 1 is the number of customers in the queue. Let pa,q(t) =

Pr{A(t) = a,Q(t) = q} denote the joint probability of state (a, q) at time t. Suppose that

F admits a density F ′ and recall that H(t) = F ′(t)/(1− F (t)) is the hazard rate function

associated with F . Using the Kolmogorov forward equations, the dynamics of the Markov

formulation are summarized in the following lemma.

Lemma 8 Let F be a strategy for any queueing game G. For any i ∈ N and some point

in time ta ≥ 0, then

d

dt
pa,0(t) = µpa,1(t)− (η − 1− a)H(t)pa,0(t) , 0 ≤ a ≤ η − 1

d

dt
pa,q(t) = µpa,q+1(t) + (η − a)H(t)pa−1,q−1(t)

− (µ+ (η − 1− a)H(t)) pa,q(t) , 1 ≤ q ≤ a ≤ η − 1

for all t ≥ ta and the initial condition is pa,q(ta) where ta = inf{t | t > 0 : Ui(0, F ) ≤
Ui(t, F )}.

Remark 1. The equations above can be easily modified when the density of F ′(t) is not

well defined everywhere, by writing dF (t) in place of F ′(t)dt within H(t).

Suppose for now that there exists an interior hole (0, ta) within the support S (F ). Then

the initial condition pa,q(ta) depends on how many customers have been served during

the time interval (0, ta). In particular, the number of customers possibly served by the

service facility within (0, ta) follows a Poisson distribution with parameter µt. We use

the term ”possibly” since the system might be empty during (0, ta), or part of it, and

hence, although service is ready to be provided, there is no one there to enjoy it. One
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more thing to observe here is that if one stops the clock when the server is idle, then

the departure process under the new clock is a pure Poisson death process. Let Ca,q(t)

denote the probability that exactly a−q customers have been served at time t during time

interval (0, t] assuming that no customers arrive in this interval. Formally,

Ca,q(t) =



1 for a = q = 0

1−
∑a

k=1
e−µt(µt)a−k

(a−k)! for a > q = 0

e−µt(µt)a−q

(a−q)! for a ≥ q > 0

0 for q > a ≥ 0

where for a > q = 0, the probability Ca,0(t) is the complementary event. The joint

probability pa,q(t) is thus defined as

pa,q(t) = Ca,q(t)Pr{A(0) = a} for all t ≤ ta (14)

where ta = inf{t | t > 0 : Ui(0, F ) ≤ Ui(t, F )} for any i. The initial condition of the

difference-differential equation in Lemma 8 is thus pa,q(ta) as defined in (14).

With the Markov formulation above, we then need to characterize the cumulative

departure times distribution Di(d | t, F ) for all t ∈ R+
0 in order to evaluate Ui(t, F ). The

following lemma establishes such characterization of Di:

Lemma 9 Let F be an equilibrium strategy for any queueing game G such that F has no

points of upward discontinuity. Then the cumulative departure time distribution Di for

any i ∈ N is defined as,

Di(d | t, F ) =



η−1∑
a=0

a∑
x=0

E(d, x+ 1, µ)

a+ 1
Pr{A(0) = a} for t = 0

η−1∑
a=0

a∑
q=0

E(d− t, q + 1, µ)pa,q(t) for t > 0

where Pr{A(0) = a} is defined by eq. (13), pa,q(t) is defined by the Markov formulation

in Lemma 8, and E is the cumulative Erlang distribution defined by

E(d, q, µ) =

1−
q−1∑
k=0

e−µd (µd)
k

k!
for d ≥ t

0 for d < t

.

Proof. We start by establishing the probability of departure times when some customer i

arrives at time 0. Recall that the departure time Di(0) is determined by the number of

customers A(0) (customer i excluded) who also arrive at t = 0, and i’s service order X

which is uniformly distributed over the number of customers who arrived simultaneously at

0. Then Pr{Di(0) ≤ d} is marginal probability when summing all possible configurations

of the other events [A(0) = a,X = x] such that
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Pr{Di(0) ≤ d} =

η−1∑
a=0

η−1∑
x=0

Pr{A(0) = a,X = x,Di(0) ≤ d}

=

η−1∑
a=0

a∑
x=0

Pr{Di(0) ≤ d | A(0) = a,X = x}Pr{X = x | A(0) = a}Pr{A(0) = a}

=

η−1∑
a=0

a∑
x=0

Pr

{
x+1∑
j=1

Sj ≤ d | A(0) = a,X = x

}
1

a+ 1
Pr{A(0) = a}

=

η−1∑
a=0

a∑
x=0

E(d, x+ 1, µ)
1

a+ 1
Pr{A(0) = a}.

The second equality follows by the theorem of iterated conditional probability when we

exclude event configurations of zero probability, i.e. every event [A(0) = a,X = x]

where x > a. The third equality follows immediately by the definition of Di(0) and the

probability mass function of X which is uniformly distributed over {0, . . . , a} conditional

on the event [A(0) = a]. The last equality follows immediately, once we note that the sum

of independent, exponentially distributed random variables with identical rate parameter

µ follows an Erlang distribution.

With the Markov formulation from Lemma 8, we characterize the marginal probabil-

ity of departure Pr{Di(t) ≤ d} when summing all possible configurations of the events

[A(t) = a,Q(t) = q] such that for t > 0,

Pr{Di(t) ≤ d} =

η−1∑
a=0

η−1∑
q=0

Pr{A(t) = a,Q(t) = q,Di(t) ≤ d}

=

η−1∑
a=0

a∑
q=0

Pr{Di(t) ≤ d | A(t) = a,Q(t) = q}Pr{Q(t) = q | A(t) = a}Pr{A(t) = a}

=

η−1∑
a=0

a∑
q=0

Pr

{
t+ R(t) +

a∑
j=a−q+2

Sj + Sa+1 ≤ d | A(t) = a,Q(t) = q

}
Pr{A(t) = a,Q(t) = q}

=

η−1∑
a=0

a∑
q=0

Pr

{
t+

q+1∑
j=1

Sj ≤ d | A(t) = a,Q(t) = q

}
pa,q(t)

=

η−1∑
a=0

a∑
q=0

E(d− t, q + 1, µ)pa,q(t).

The second equality follows by the theorem of iterated conditional probability when we

exclude event configurations of zero probability, i.e. every event [A(t) = a,Q(t) = q]

where q > a. The third equality follows immediately by Bayes’ theorem and the definition

of Di(0). The fourth equality follows from the memoryless property of the indepen-

dently and exponentially distributed service times, which implies that R(t) is exponen-

tially distributed. The last equality follows immediately, once we note that t +
∑

j Sj

follows an Erlang distribution. Combining the separate expressions for Pr{Di(0) ≤ d}
and Pr{Di(t) ≤ d}, Lemma 9 follows immediately. �
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Numerical Procedure

We now present a numerical method to compute Xl for a given l. Note that U , η, µ, ε, ∆

and l are exogenous inputs to the procedure:

(i) Let T∆ = {t ∈ N : t∆} be a discretization of R+
0 wrt. ∆.

(ii) Fix Xl,h(0) = l for all h = 0, 1, . . .

(iii) Compute Ui(0, Xl,h) =
∫∞

0 U(0, d)dDi(d | 0, Xl,h) according to Lemma 9 (note that

Ui(0, Xl,h) is the same for all h).

(iv) Compute ta = inf{t ∈ T | t > 0 : Ui(0, Xl,h) ≤ Ui(t,Xl,h)} according to Lemma 9

with pa,q(t) defined by (14).

(v) If l = 1 or ta =∞, let Xl(t) = l for all t ∈ T∆ and stop procedure.

(vi) Let Xl,h(t) = l for all t ∈ T∆ where 0 ≤ t ≤ ta.

(vii) Let h = 0 and sequentially compute Xl,0(t) for t ∈ T∆ and t ≥ ta according to

equation (2).

The approximation of pa,q from one time step to another is given by the Kolmogorov

equations in Lemma 8 with the initial condition pa,q(ta). We consider two distinct

cases of approximation steps:

First, let t∆a =
⌈
ta
∆

⌉
∆ denote the smallest discretised time step in T∆ subsequent to

ta where d·e is the ceiling function that maps a real number to the smallest following

integer. Then the approximation step of pa,q(ta) from ta to t∆a is given by

pa,0
(
t∆a

)
= pa,0(ta) + (t∆a − ta)µpa,1(ta)− (t∆a − ta)(η − 1− a)H(ta)pa,0(ta) , 0 ≤ a ≤ η − 1

pa,q
(
t∆a

)
= pa,q(ta) + (t∆a − ta)µpa,q+1(ta) + (t∆a − ta)(η − a)H(ta)pa−1,q−1(ta)

− (t∆a − ta) (µ+ (η − 1− a)H(ta)) pa,q(ta) , 1 ≤ q ≤ a ≤ η − 1

where H(ta) =
Xl,0(t∆a )−l
t∆a −ta

/(1− l) according to the condition in equation (3).

Second, the approximation step of pa,q(t) from t to t+ ∆ where t ≥ t∆a is given by

pa,0(t+ ∆) = p0
a,0(t) + ∆µp0

a,1(t)−∆(η − 1− a)H(t)p0
a,0(t) , 0 ≤ a ≤ η − 1

pa,q(t+ ∆) = p0
a,q(t) + ∆µp0

a,q+1(t) + ∆(η − a)H(t)p0
a−1,q−1(t)

−∆ (µ+ (η − 1− a)H(t)) p0
a,q(t) , 1 ≤ q ≤ a ≤ η − 1

where H(t) =
Xl,0(t+∆)−l

∆ /(1− l) and p0
a,q(t) = Ca,q(t)Pr{A(0) = a} according to the

condition in equation (3).

Stop at the first time step t′ ∈ T∆ such that either of the following two conditions

are met:

(a) |1−Xl,0(t′)| ≤ ε
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(b)
∑η−1

a=0 p
0
a,0(t′) ≥ 1− ε

Compute X̄l,0(t) according to equation (4) for all t ∈ T∆.

(viii) Assign h := h+ 1 and sequentially compute Xl,h(t) for t ∈ T∆ and t ≥ ta according

to equation (5).

Similarly to step (vii), the approximation step of pa,q is given by the Kolmogorov

equations. That is, the approximation step of pa,q(ta) from ta to t∆a is given as in

step (vii) with Xl,h in place of Xl,0 in the hazard rate function H(ta). Moreover, the

approximation step of pa,q(t) from t to t+ ∆ where t ≥ t∆a is given by

pa,0(t+ ∆) = pha,0(t) + ∆µpha,1(t)−∆(η − 1− a)H(t)pha,0(t) , 0 ≤ a ≤ η − 1

pa,q(t+ ∆) = pha,q(t) + ∆µpha,q+1(t) + ∆(η − a)H(t)pha−1,q−1(t)

−∆ (µ+ (η − 1− a)H(t)) pha,q(t) , 1 ≤ q ≤ a ≤ η − 1

where H(t) =
Xl,h(t+∆)−X̄l,h−1(t)

∆ /(1−X̄l,h−1(t)) and the approximation step of pha,q(t)

from t to t+ ∆ is given by

pha,0(t+ ∆) = pha,0(t) + ∆µpha,1(t)−∆(η − 1− a)Hh(t)pha,0(t) , 0 ≤ a ≤ η − 1

pha,q(t+ ∆) = pha,q(t) + ∆µpha,q+1(t) + ∆(η − a)Hh(t)pha−1,q−1(t)

−∆ (µ+ (η − 1− a)Hh(t)) pha,q(t) , 1 ≤ q ≤ a ≤ η − 1

with the initial condition pha,q(t
∆
a ) = pa,q(t

∆
a ) and Hh(t) =

X̄l,h−1(t+∆)−X̄l,h−1(t)
∆ /(1−

X̄l,h−1(t)) according to the condition in equation (6).

Stop at the first time step t′ ∈ T∆ such that either of the following two conditions

are met:

(a) |1−Xl,h(t′)| ≤ ε

(b)
∑η−1

a=0 p
h
a,0(t′) ≥ 1− ε

Compute X̄l,h(t) according to equation (7) for all t ∈ T∆.

(ix) If X̄l,h(t)− X̄l,h−1(t) ≤ ε for all t ∈ T∆, let Xl = X̄l,h and stop procedure.

(x) Else, go back to (viii) and begin the next iteration of h

Remark 2. The stopping conditions (a) and (b) approximates (wrt. the tolerance pa-

rameter ε) the time step at which Xl,h has reach its global maximum for each h with

certainty. That is, if either (a) |1−Xl,h(t′)| ≤ ε or (b)
∑η−1

a=0 p
h
a,0(t′) ≥ 1− ε holds for some

time step t′ ∈ T∆, then |Xl,h(t)−Xl,h(t′)| ≤ ε for all t ≥ t′ by construction. This follows

immediately, once we note that Xl,h is bounded from above at 1, and moreover, that U is

strictly monotonically decreasing in the departure time.
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Computational Complexity

This section addresses the computational complexity of the numerical procedure presented

above. For a given value of l, recall that the procedure computes Xl by recursively com-

puting Xl,h through (possibly multiple) iterations of h until Xl,h converges to Xl. In

particular, any Xl for which l < 1 or ta <∞ requires multiple recursive iterations of h for

Xl,h to converge. The following lemma establishes the computational complexity of the

numerical procedure for each recursive iteration of h and a given value of l.

Lemma 10 For any queueing game G with i.i.d. exponential customer service times, the

computational complexity of the numerical procedure for each iteration of l and h with η

customers and parameters ∆ and ε is

O
(
Tl,h(ε)η2

2∆

)
where Tl,h is the stopping rule defined as

Tl,h(ε) = min

{
inf{t | Xl,h(t) ≥ 1− ε},min

{
t |

η−1∑
a=0

pha,q(t) ≥ 1− ε

}}

with Xl,h and pha,q defined in the numerical procedure’s step (vii) and (viii).

Proof. For a given value of l and h, the number of partitions of the interval [0, Tl,h] in the

discretization is
Tl,h + 1

∆
.

In each partition, the probability of all states of the Markov process {(A(t),Q(t))}t∈R+
0

is

approximated. The size of the state space is

|{(a, q) : 0 ≤ a ≤ η − 1, a ≤ q ≤ η − 1}| = η(η + 1)

2
.

The total number of approximations in the procedure is thus

η(η + 1)(Tl,h + 1)

2∆
. (15)

The claim in Lemma 10 then follows immediately from the limit behavior of (15) as the

number of customers η becomes extremely large. �
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