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1. Introduction

In recent decades, there has been increased emphasis on the protection of the aquatic environ-
ment, and the Danish government has consistently implemented the EU regulations on water
protection. One of the measures to improve the surface water quality is to dedicate buffer zones
at rivers, streams and lakes, where farmers are not allowed to plant, grow or fertilize. In 2012,
buffer zones of 10 meters were introduced around water bodies in Denmark in order to create a
shield for Phosphor and Nitrate intake from agricultural zones.

There has been a significant debate about these buffer zones, and questions have been raised,
particularly about the demonstrable environmental effects compared to the costs and production
loss that farmers may experience. Questions have also been raised about other impacts such as
social and recreational benefits for those who live nearby or use the, in principle, enlarged
natural resources for recreational purposes. Up until now, the latter categories of questions have
received more limited research attention, and there is not any solid knowledge about the impacts
in either Denmark or internationally.

The purpose of this study is to initiate the research into the field of social benefits with Denmark
as a case and example. More specifically, we are interested in researching whether: 1) The
extended buffer zones add significant value in terms of open space for recreational use; and 2)
The buffer zones are enhancing aesthetic values of nature/landscape for those who live nearby
and hereby positively affect the property values.

The research results are already published in Miinch et al. (2013). This paper is a report on how
GIS (in particular ArcGIS) is used in this research. It should provide the reader with a step-by-
step guideline on the usage of GIS for a hedonic price model.

To begin, a description of the implemented hedonic price model (chapter 2) as well as the GIS
system in general (chapter 3) are discussed whereas in chapter 4, focus is turned towards the
calculation of the several variables which are included in our analysis. In chapter 5, some
features of the spatial statistics which are conducted in ArcGIS will be explained. The final
chapter (chapter 6) briefly illustrates the way the data can be exported to be used in various other
programs (e.g. R, STATA or Excel).



2. Environmental VValuation

2.1. General

Assessing the economic value of the environmental goods and services is one of the major topics
within the field of environmental economics. Due to the fact that most of these goods and
services (e.g. biodiversity, scenic view, recreation facilities, or indirect processes e.g. water
supply, ecosystem conservation etc.) have no observed market prices, several valuation tech-
niques have been developed over the years in order to assess a price for environmental goods
(Dixon, 2008). These different valuation techniques can be classified as either: (1) stated
preference methods, which apply people’s responses to hypothetical questions related to envi-
ronmental goods and services, or (2) revealed preference methods, which observe people’s actual
behavior assuming utility maximization (Méler and Vincent, 2005).

The stated preference approach encompasses such techniques as contingent valuation or choice
experiment. These methods are widely applied although they also involve several weaknesses,
e.g. answering on non-use values of an environmental good can be challenging for a respondent.
The revealed preference approach (e.g. travel-cost or hedonic price methods), on the contrary,
indirectly observes the market price of the good, which at the same time involves a bundle of
characteristics that can be difficult to disentangle into the respective WTP per characteristic on
its own versus the WTP for the collective bundle (Garrod and Willis, 1999). Hence, the feasibil-
ity of the revealed preference approach is determined by data availability and reliability. Moreo-
ver, the revealed preference method can only be applied to use values; hence it does not give a
hint towards non-use or intrinsic values of nature protection measures in comparison to the stated
preference method.

In spite of its weakness, we apply a revealed preference method, in particular the hedonic price
method, in this study with the help of a Geographic Information System (GIS). Hereafter, we
will introduce the hedonic price method (HPM) in more detail, since this technique will be used
to study the benefit of the extended buffer zones for lakes and streams in Denmark, which were
introduced in 2012. In other words, the HPM is applied in order to investigate if changes in
natural amenities (natural improvements have been shown to occur owing to the exist-
ence/expansion of the buffer zones in Denmark) lead to changes in the willingness-to-pay (WTP)
for real estates which are located close to these buffer zones. In our hypothesis, we assume a
negative relationship between the prices of the properties and the distance of these properties
from the protected streams and lakes. Thus, we predict that the farther away the real estate is
from the buffer zone, the lower the sales price of the real estate (due to the decreased amenity
values). As a result of this research, the social value of the improved environmental (amenity)
characteristics —owing to the extended buffer zone — will be determined. Integrating spatial
information with the help of GIS increases the accuracy of the calculation by incorporating not
only house characteristics but also the surrounding of the house (Lake et al., 2000; Paterson and
Boyle, 2002).



2.2.  The Hedonic Price Method

2.2.1. Literature Review

Using the hedonic price method (HPM), the values of environmental goods and services can be
calculated by estimating the effect of changes in environmental amenities on e.g. real estate
prices. In this case, the HPM — also called hedonic regression method — assumes that the price of
a house is a function of the real estate’s underlying (e.g. structural, locational, neighborhood and
environmental) characteristics. Therefore, the variations of the house transaction prices can be
the result of the changes of the previously mentioned characteristics.

In an international context, the hedonic price approach has been widely applied and methodolog-
ically improved over the years in order to accommodate spatial effects and the non-linear
function of house prices. In the last decades, intensive empirical research was conducted on the
effect of close-by water streams or lakes on property values. Most of these studies differentiate
between the aesthetic value, the recreational value and the value of improved water quality. In
respect to the aesthetic value and recreational value, several studies have so far found that in
general, view and proximity to lakes or rivers increases property values (e.g. Knetsch, 1964;
d'Arge and Shogren, 1989; Kulshreshtha and Gillies, 1993). However, incorporating spatial
information, Cho et al. (2011)could show that the effect of the aesthetic view on house prices
only holds true if recreational and aesthetic value is generated by the water body at the same
time; thus, the effect is dependent on the size and management of the water body (Netusil, 2005;
Cho et al., 2011). Additionally, the direct access to the water body enhances the valuation of the
water body (Lansford and Jones, 1995; Muller, 2009).

So far, most studies only consider the proximity or quality of water bodies and, in particular, lake
or beach regions, but do not consider the value riparian buffer zones may create. One of the few
studies which seeks to address this valuation created by riparian buffer zones is Mooney and
Eisgruber (2001). Using market-assessed valuation data for single family residences and the
proximity to riparian protection measures within the Mohawk watershed, western Oregon
(USA), they estimated that although houses closer to water streams are on average 7 percent
more highly valued, riparian buffer zones (on average ca. 9m wide) decrease the market value of
the property by about 0.06 percent/foot. In other words, a buffer zone on the river which is 50ft.
wide would reduce the market value of an average house by USD$ 4,650. They explain this
result by the fact that these buffer zones are normally treed and therefore the visibility of the
water stream is reduced. A second study which seeks to evaluate riparian buffer zones is Netusil
(2006), who used sales prices for single-family residential properties close to the Fanno Creek
Watershed in Portland, Oregon (USA). Differentiating between the kinds of wildlife habitat
provided by the buffer zone and their riparian class, this study estimated a positive (decreasing)
valuation for large forest patches, wetland areas, and large contiguous patches in uplands. The
proximity to forest patches with low structure connector patches along streams and rivers, as
well as semi-developed rivers accompanied by low structure vegetation and a forest canopy is, in



contrast, estimated to decrease the sales price of the property. Hence, the coverage of the riparian
buffer zone in this study seems to determine the valuation of the buffer zone. Bin et al. (2009)
compare the effect of the introduction of a mandatory riparian buffer zone with data for the
Neuse River Basin in North Carolina (USA). By disentangling the valuation for the pre- and
post-buffer zone riparian area, this study concluded that although riparian properties achieve a
premium on the housing market, the mandatory buffer zone implemented in 1997 had no
significant impact on the value of the property in the researched time period (1992-2002).

So far, all studies have been conducted for US cases, but no Danish application, which seeks to
disentangle the Willingness-to-Pay for the proximity to a water body and the area surrounding
the water (riparian buffers as well as buffer zones around lakes), is known to the authors. One of
the few and the first applications of the hedonic price approach in Denmark according to Maller
et al. (2000) is Hjorth-Andersen (1976) on the effect of noise emission on house prices. Regard-
ing natural amenities, Praestholm et al. (2002) investigate the Danish house owners™ willingness
to pay for proximity to forests with the help of a hedonic price method. A more recent hedonic
price study for the city of Aalborg and the effect of green space on house prices was conducted
by Panduro and Veie (2013). By differentiating between types of green space, this study finds
that green buffer areas as such are unattractive, while lake view and proximity to parks are
increasing house prices in the area.

Another stream of the HPM literature follows the approach of Geoghegan et al. (1997), which
focuses on the impact of the surrounding area (diversity, fragmentation) on the property sales
price. Geoghegan et al. (1997) detect that individuals value the diversity and fragmentation of
land use around their homes; open space in particular seems to be highly valued (Acharya and
Bennett, 2001; Geoghegan, 2002).

The study is in the realm of research on riparian buffer zones, but also draws on the hedonic
price approaches on the valuation of aesthetic and recreational values of water bodies, and at the
same time considers the interfering effect of landscape fragmentation on the revealed values.

2.2.2. Theoretical Approach

The hedonic price approach draws on the theory of revealed preferences — revealed in the
activity of buying e.g. a house. A house is in this sense a good with a bundle of characteristics
(e.g. size, material quality, age, design). Besides these ‘individual’ characteristics of the house
(S), additional surrounding factors may also support the decision of the individual to buy this
specific house for this price. These additional surrounding factors may be (1) economic/social
(L): e.g. positive: distance to place of employment, public transport facilities, and/or negative:
closeness to street noise/emission, crime; (2) natural (N): e.g. positive: distance to beach and
recreational areas, negative: closeness to waste site, windmills (not in my backyard); and (3)
aesthetic value (F) which is created by the natural fragmentation of the surrounding area.

P=P(SL,N,F) (1)



As a house is a bundle of goods, the buyer always faces a trade-off between these different
characteristics. The actual buying decision should reflect the preference ordering of the different
characteristics within the price (i.e. WTP). The hedonic price method seeks to disentangle sales
prices for houses on the market into WTPs for different characteristics of the houses as well as
neighborhood characteristics. We use a simplistic version of the method by disentangling the
prices of houses with the help of a linear regression model on the form (based on Gibbons et al.,
2011):

P = a+ B1Sit + BzLi + BsN; + B4Fi + BsT + ¢ (2

where the dependent variable (P;,) is the sales price of house i at the t time of sale, while S;; is
the vector of the structural characteristics of house i at the time of sale (e.g. building size,
number of rooms, number of bathrooms, age); L; indicates the locational characteristics of house
I, such as distance to economic variables — e.g. transport infrastructure (public transport, motor-
way etc.), distance to service provisions — e.g. hospitals and schools, and distance to a labor
market, etc.; N; denotes the vector of the neighborhood characteristics, in our case: the natural
amenities (e.g. proximity to recreational facilities and buffer zones); while F; captures the
aesthetic value derived from the natural fragmentation around the house. T is a time dummy that
captures exogenous, unobserved developments in the housing markets in the respective year of
sale, and f1, f», B3 and B, are the coefficients for the structural, locational, natural and aesthetic
attributes. Finally, the unobserved components are included in the error term e.

Regarding spatial autocorrelation, which might bias the estimation results (Anselin, 2001),
examining our dataset the test for global spatial correlation (in detail: Moran’s I & Geary’s C,
see following chapters) displayed significant results. Hence, the sales price of house i is influ-
enced by the sales price of the neighboring house j. Given these high z-scores of Moran’s I, the
likelihood that this clustered pattern could be the result of random chance is less than one
percent. Thus, the above mentioned simplistic hedonic price approach needs to be extended
towards a spatial regression model and should also incorporate the natural logarithm of the price
function.

Following Elhorst (2010), further tests were undertaken to specify which spatial model would
best reflect the detected spatial correlation in our sample data with the help of STATA 12 (not
further described here). The spatial Durbin model (see below) was found to capture best the
nature of the spatial autocorrelation. This model is computed as follows:

Y = pWY + aty + XB + WX0 + ¢ 3)

where Y denotes the dependent variable (i.e. natural log of sales price), WY is the spatial lag of
the dependent variable, p is the spatial autoregressive coefficient, ty refers to the constant term,

9



a,f are the associated estimated coefficient vectors, and X denotes the exogenous independent
variable. For simplicity in display, X here is the combined vector of the above mentioned
independent vectors Sj;, L, Nj, Fi and T. WX are the spatially lagged independent variables, 6 the
fixed but unknown parameters, and ¢ the error term.

In order to estimate the effect of the introduction of the buffer zone on house prices, two addi-
tional dummy variables are implemented: (1) D" shall capture the time-invariant effect of having
a water stream on the property, and (2) D2,,0¢ shall capture the effect of the introduction of the
buffer zone if the buffer zone is on the lot and the property was sold after 2008 (Bin et al., 2009).
For the two variables it is necessary to indicate whether a water body is on the property.

The spatial Durbin model incorporates a spatial weighting matrix on the dependent and inde-
pendent variables. An inverse distance matrix serves as spatial weight matrix (W) (i.e. W = 1/d;;
with d as distance between house i and house j), which is row standardized (i.e. takes the interval
(W2, 1)). Thus, it is assumed that the price of house i has an impact on the price of house j, and
the other way around. This impact is declining linearly with increasing distance between houses i
and j.

In the following section, the so-called geographic information system (GIS) as used with the
software ArcGIS 10.1 will be shortly introduced, since this tool will be used for the provision of
the above described different spatial variables and the weighting matrix necessary for calculating
the hedonic price function (equation 3).

10



3. Geographic Information System (GIS)

A Geographic Information System (GIS) is defined as “a system for capturing, storing, checking,
integrating, manipulating, analyzing, and displaying data that are spatially referenced to the
earth” (Department of the Environment 1987, according to Bateman et al., 2002). The crucial
part of the definition is the phrase “spatially referenced to the earth” as it emphasizes that the
location-dependent features are part of the analysis. Thus, spatial effects are included into the
analysis. Spatial effects are commonly divided into spatial dependence and spatial heterogeneity.
Spatial dependence refers to the relationship between spatially referenced data in the meaning
that the structure of the correlation or covariance between random variables at different locations
is derived from a specific ordering, determined by the relative position (distance, spatial ar-
rangement) of the observations in geographic space (or, in general, in network space). Spatial
heterogeneity occurs when there is a lack of spatial uniformity of the effects of spatial depend-
ence and/or of the relationships between the variables under study. Spatial heterogeneity is often
difficult to separate from spatial dependence. As cross-sectional data is applied, it is also often
only possible to identify clusters and spatial patterns but not the processes that led to the patterns.
Although, patterns can be theoretically created by structural change (apparent contagion) or
follows from a true contagious process; an empirical differentiation between the two processes is
so far not feasible (Fotheringham and Rogerson, 2009; Anselin, 2010; Anselin and Rey, 2010).
Hence, sound theory and data testing is necessary in order to specify the model correctly.

Another way of theoretically conceptualizing spatial dependence and heterogeneity is to differ-
entiate between a spillover model and a resource flow model. In the spillover model, it is
assumed that an agent chooses the level of a decision variable by considering the values of the
same variable chosen by other agents close by. In contrast, in the resource flow model, the
agent’s decision variable is not directly affected by the levels chosen by other agents, but only
indirectly. The indirect effect follows from the presence of the value of a “resource” in the
individual agent’s objective function. Therefore, socio-economic decisions might be influenced
by e.g. nearby amenities or the proximity of a pollution source (Anselin, 2002; Bateman et al.,
2002).

In this study, methods developed in spatial econometrics are applied, i.e. spatial dependence is
controlled for but not further explored as in spatial planning literature (Maguire et al., 2005). In
the latter stream of literature, GIS is not only a tool but also a mean and is defined software
centered as “an integrated software system for the collection, storage, query, analysis, and
presentation of geographic information.” (Maguire et al., 2005).

The key parts of GIS as a software system (Figure 1) are:

1. The information model, which defines the basic design pattern applied to describe the real
world and its abstraction within the computer system (e.g. network, raster/grid, vector to-

pology).
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2. In the data manager information is organized mainly within a database management sys-
tem (DBMS) table. Thus, objects are collected and connected with properties/class tem-
plates.

3. The process functions are the tools within GIS to process the information. Hence, these
functions are at the core of the definition of GIS as given before by Bateman et al.
(2002). The system around the process function is not further considered in spatial econ-
ometrics but is a special interest for spatial planning/modelling.

4. Interfaces are differentiated into user interface and application programming interface.
While the former one enables the end users to interact with the system via graphical and
command line interfaces, the latter one targets the interaction of the developer with the
underlying component building blocks.

- Application
User interface programming
interface

Information model

() .
o ®  Process functions

Figure 1: Key parts of GIS as software system
(Source: Maguire, 2005, p. 21)

Due to increased electronic data availability and enhanced GIS software, methods of spatial
econometrics enjoy rising popularity within in the scientific community (Anselin and Rey,
2010). In particular, the use of spatial regression for the hedonic price method is nothing new and
already advertised by e.g. Lake et al. (2000), Paterson and Boyle (2002) or Osland (2010).
However, applications are still not very common although standard regression methods fail to
predict correct standard errors if spatial autocorrelation and/or spatial heterogeneity exist in the
data set (Anselin, 1990, 1999; Corrado and Fingleton, 2012).

The manual at hand seeks to show how GIS, in particular the software ArcGIS 10.1, can be used
to support spatial econometrics in respect to the hedonic price method. Hence, both approaches
of spatial information shall be here combined and technicalities explained in more detail. While
the data manager and the interfaces are given by software ArcGIS 10.1, the information model
and the process function are up to the user and are at the core of this manual. Regarding the
interfaces, the manual will be restricted to the user interface to ensure readability. Please note
that the terms ArcMap and ArcGIS are used interchangeably here. Commands as stated below,
however, refer to the path within the ArcGIS catalogue instead of the ArcMap toolbar.

12



4. Applying ArcGIS as a Tool for Data Attainment

4.1.

As written in section 2.2.2, in order to perform a hedonic price regression, housing data and data
on the surrounding area have to be incorporated into ArcGIS 10.1. Data on the structural charac-
teristics of the houses (S) are provided by KMD A/S. The dataset contains data on house charac-
teristics but also on sales of the houses in the last years. We limited the data with the help of
Microsoft Excel to detached single-family houses sold between 1996-2013, hereby excluding
holiday and farm houses as well as multi-family dwellings. All our houses (sample size: 4002)
are located in the postal code areas: Skjern (Postal code 6880), Tarm (Postal code 6900), and
Ribe (Postal code 6760). The advantage of the database is that it also provides the XY -
coordinates of the respective house (i.e. longitude and latitude); hence, the geographic location is
identified and a connection with the plot belonging to the house is possible.

Data Preparation

4.1.1. Add Data

As the first step, this structural housing data needs to be transferred from Microsoft Excel to
ArcMap 10.1. After using the command "Add data” in (o]
ArCMap 101 and Ch005|ng the Excel_f”e’ the XY- A table containing X and Y coordinate data can be added to the

Display XY Data

map as a layer
coordinates of the houses need to be specified further to
display the data within ArcGIS. With a right click on the
layer which contains the housing data, one can select the
command "Display XY data’. The window ‘Display XY
Data’ will be shown, in which the fields (columns in the
excel file) for the X and Y coordinate (also for Z, if
available) can be specified. Here, the projection can be
set as well (Figure 2). In the X Field, choose the longi-
tude field from the Excel-file and the in the Y Field
choose the latitude field. The Z-field would be the
altitude, if available. In this analysis, we use the ETRS
(1989) — UTM Zone 32N as a projected coordinate
system, which was also specified here for the XY-data
with the help of the command “Edit...".

In order to enable calculation with the data, the newly
created data layer needs to be transformed into a shape-
file (see section 6.1).

Choose a table from the map or browse for another table:

l Housing_dbase _I

Specify the fields for the X, Y and Z coordinates:

X Field:

KoorQOest v

Y Field:

Z Field: <None> v

Coordinate System of Input Coordinates

Description:

Projected Coordinate System:
Name: ETRS_1989_UTM_Zone_32N

Geographic Coordinate System:
Name: GCS_ETRS_1989

»
Edt...

[V] Warn me if the resulting layer will have restricted functionality

[] show Details

About adding XY data | oK. | [ Cancel

]..

Figure 2: Display XY-Data
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Additional shapefiles are provided by Geodatastyrelsen, NaturErhvervstyrelsen and Miljgpor-
talen, which contain the geographic location of the incorporated variables referring to N and L
(see also section 2.2.2):

Li N;
City center (Source: Geodatastyrelsen) Water streams & lakes (Source: Geodatastyrel-
sen)
Streets (Source: Geodatastyrelsen) 10m buffer zone (Source: NaturErhvervstyrelsen)
Parking (Source: Geodatastyrelsen) Beach (Source: Geodatastyrelsen)

Property plots (Source: Geodatastyrelsen) Forests(Source: Geodatastyrelsen)

Farmland (Source: Miljgportalen)

Windmills (Source: Miljgportalen)

Table 1: Shapefiles in the Analysis

This data can just simply be added into an ArcGIS map document without any issues if the
projected coordinate systems match. Should the data be displayed in another coordinate system,
one can easily transform these under: Toolboxes\System Toolboxes\Data Management
Tools.tbx\Projections and Transformations. However, it is easier to define the coordinate system
of the map document before adding the layers. By adding the data layers, ArcGIS already
standardly transforms the data to match the pre-defined coordinate system or formerly imported
data.

Please note: ArcGIS uses two basic data models, namely vector and raster. VVector maps symbol-
ize geographic phenomena with points (e.g. tree, house), line (e.g. road, river) and polygons (e.g.
building plot, lake). The location of a point is given by its X and Y coordinates, while lines and
polygons are their sets of coordinate pairs (in the case o
of a polygon, these coordinates describe the boundary ' \/‘
of the enclosed area). In contrast, raster is a matrix of

cells in which the geographic phenomena are project- object Vector approximation  raster approximation
ed. The location of the cells is determined by the row Figure 3: Difference between vector and raster
and column locations of the cells within the matrix. ggﬁf; Mamoulis, 2011, p.3)

An example of the difference between the vector and

raster model projections is shown in Figure 3. More details about the vector and raster models
can be found on the ArcGIS Desktop help site.

In the analysis described here, only vector data is used. Although this kind of projection allows
for a more accurate calculation, it is also data and calculation capacity intense. Moreover, it does
not resolve any kind of issues related to the sample strategy or in respect to the Modifiable Areal
Unit Problem (MAUP) (Anselin and Getis, 2010; Anselin and Rey, 2010).
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4.1.2. Data Restriction (Select by Location)

All these shapefiles contain data for the geographic scope of all of Denmark (see e.g Figure 4 in
which the geographic location of the buffer zones and houses in the sample are displayed). We
are only interested in the aforementioned postal code areas. Using country wide maps in the
calculations slows down the calculation processes, especially when the scope of the project is as
narrow as it is in our project case. Thus, restricting the information on the study area will make
the work more efficient.

= Table Of Content:

S82267,445 6230457153 Meters

Figure 4: Added Shapefiles (e.g. buffer zone map and housing map)

To select a geographic region or a part of a map, one should follow the next steps:

1. Right click on the name of the layer which is

File Edit View Bookmarks Insert Selection Geoprocessi

to b_e reduced followed by the comman(_i Se- RQ[E@ 25« [H]2 v @ ]
lection’ and the command ‘Make This the Table Of Contents bl  Select by Rectangle
Only Selectable Layer’ %[0GB H [ Select by Polygen
2. Select the command ‘Selection’ in the |= < Layers 49 Selectby Laseo
. = B C\Users\amuenchiDeskt| Y Select by Circle
toolbar, choose one of the options (e.g. rec- = B sales 20130512 2 Select by Line
tangle, see Figure 5) and highlight the area y

= £3 Ch\Users\amuench'\Desktop\pilot project buffer zone\,

which should be selected (i.e. the study area) 5]
by clicking (left mouse button) in the map. =

3. The study area should now be highlighted or
marked differently. With a right click of the mouse on the layer name in the Table of
Contents, again, and choosing the command ‘Selection’, one should now be able to
choose the command ‘Create Layer From Selected Features® which creates a layer from
the chosen area and restricts the geographic extension to the information needed for the
analysis. An example for selecting the sample area from extended buffer zone map can be
seen in Figure 6.

Figure 5: Selection options
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Figure 6: Example of Select by location (e.g. buffer zones in Ringkgbing)

4.1.3. Data Filtering (Select by Attribute)

Besides restricting the sample area, one might also be interested in the effect of the special
feature of one layer. So, e.g. the shapefile ‘streets’ contains all kinds of streets (e.g. foot paths as
well as highways), but one can assume that the effect of a public foot path next to a lot will be
different than the adjacency of a highway. The same holds true for the shapefile ‘rivers” which
e.g., also contains covered water streams, i.e., water bodies which are not used for recreational
activities. Moreover, it can be assumed that a big river has different impact on house prices in the
neighborhood than a small creek. Therefore, the data within the layer should be filtered or
selected by characteristic (compared to above: selected by location). One way of doing this is:

File Edit View Bookmarks Inset Selection Geoprocessing PatchAnalyst PatchGrid V-LATE20beta Customize Windows Help

®EENQ 35« -0 K@ 7 @2 MBS TR Nework Analystr | B3| -5 1, 3 g BEmE L] o B
DBE& L BE x| 2 o b-[1200 cl EEEEO e,
Table Of Contents 7 x

e o -
55 Layers i
zEC h\Desktop\pilct project buffer
2 houses._ _2013-08-01_extended

-
= @ VEMIDT_BRUDT selection

yaieas 8l [Boieiea ]

Select by Attributes
Entera WHERE clause to select records i the table windorw. B 53
Method l Create a new selection l -
"OVERFLADE" b VEIMIDT_BRUDT selection x
“TRAFIKART" == VERF 1A
ES ANVEND EINAVN | VEJKODE | FIKTIV | V| OVERFLADE | TRAFIKART | VEJ| VEJBREDDE | VEJ KATEG VEJKLASSE INDEX | TIMEOF CRE|
VB D m 0 [Reel Temstel i “30m |t Hovedsii 278460 | 03-08-2008°
'VEJBREDDE [} 0 | Reel efemstet feerdsel m nden vej Anden vej 278460 | 03-08-2009 |
"VEJ_KATEG" - Tarmvej 7602058 | Reel efestet Fezrdsel m nden vej 278460 | 03-08-2008 | |
7600753 | Reel cremsict fezrdsel m [ Anden vej 278460 | 03-05-2005 =
< (e 0 ezstet q m st ovedsti 278460 | 03-08-2009
&) 0 [ Recl ezstet i m st ovedsti 78460 | 03-06-2008
> ) [5=] [ || Gammelagervei | 7600575 | Recl cremstel Femrdsel m [ Anden vej 8460 | 03-08-2008
(o (=) (oni] = e e o e Ferr e
< [<=] [or ] Foovey 7600754 | Reel eteestet fezrasel m | Anden vej 8460 | 03-08-2008
cel berzstet | St m st ovedst 8460 | 03-08-2008
% ot cel ermstet i m st oveast 8460 | 03-08-2008
o) e 7601248 | Reel etzstet femrsel m | Angen vej 8460 | 03-08-2008
cel berzstet fezrasel m | Andenve] | Anden vej 8460 | 03-08-2008
fcki i vo Nokioms| Go Tor Holstebrove] | 7600808 | Reel feest fezrasel m__| Anden vej 8460 | 03-08-2009
EOMVEDT BRUET oo e 0 atet | St m st ovedsti 2480 | 03-08-2008
Hesikerve] 7600775 | Reel efesstet Tezrdael m en vej 2450 | 03-08-2008
SRR R Greneve; 7600842 | Reel [Ubefesstet | Al feordsel 5.0-45m en vej | Indkerselsve; 2450 | 03-08-2008
& | Bandsboive | 7600098 [Reel efemstet femrdsel m e vej 8460 | 03-06-2008
0 = i m st ovedsti 8460 | 03-06-2008
» 0 [Reel efestel Temrdsel m | Andenvej [ Anden ve] 8460 | 03062008
- ¥ 0 [Re: efesiet Temrdsel m Gen vej | Anden vej 8460 | 03-06-2008
- Torsbekve] | 7602128 | Reel cremstel Tezrdsel m < 8460 | 03-06-2008
0 sl | Al -50m | andenve] | anden e sTosnn st 2008
0 [Recl cremste! T “30m [t Hovedsti 278460 03052005 | _
o 1+ n [E|E ] 6423 outof 23875 Selected)
(VEIMIDT BRUDT selechion]

[ Results | =] Table OF Contents
Number of 8423

@eien <

Figure 7: Select by attribute (e.g. street width in Ringkabing)
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1. Open the attribute table: right mouse click on the layer where data should be filtered and
choose the command ‘Open Attribute Table’

2. Within the toolbar of the attribute table choose ‘Select by attribute’. In the window °Se-
lect by Attribute’ choose the attribute which shall characterize the selection (e.g. street
width) and define the selection criteria (e.g. "VEJBREDDE" = '3,0 - 4,5 m'). After, press
‘Apply’ and the streets which fulfill the criteria will be highlighted (see Figure 7).

3. As above, a layer of the selection is created by using a right click of the mouse on the
layer name in the Table of Contents, and choosing the command ‘Selection’ and then the
command ‘Create Layer From Selected Features'.

In our example, there should now be a specific layer for streets with a width between 3.0 and
4.5m. However, there are streets which are wider (4.5 — 6.0m). By choosing in the window
‘Select by Attribute’ the method ‘Add to current selection’ one can easily extend the selection of
the attributes, e.g. accommodate in the selection wider streets also (see Figure 8).

File Edit View Bookmarks Insert Selection Geoprocessing Patch Analyst PatchGrid V-LATE20beta Customize Windows Help g
QAF@ 35l -0 k(@ 7 /& M &1 E | NetworkAnalyst~ | R B 100% f
Opds 88 0 | b - 125000 M=
Table Of Contents 7 x
«[0]¢ 8=
£ Layers
B B ol h\Desktop\pilot project buffer
£ @ houses_2013-08-01_extended
.
=] VEIMIDT_BRUDT selcction|
Select by Attributes
Enter a WHERE clause to select records in the table window: 5/
ethod ) B
"OVERFLADE" A
“TRAFIKART" Wy
WEJ ANVEND" T VEIMIDT_BRUDT selection x
“"VEJBREDDE" | | SNSOR ID VEJNAVN VEJKODE | FIKTIV | WIV| QVERFIADE VEJ| IBREDDE | VEJ KATEG VEJKLASSE DQ INDEX | T +
"VEJ_KATEG" < 4 241176 | Hostedhs] 7600815 | Reel cimstel | Al ~45m | Anden ve; 78460 | 0
- 0 0 e feestet Al m Anden Ands | 460
o n 240839 | Holstebrove] 7600808 | Reel Al m__| And 3460
] s i 0 | Reel St m__|st Hovedsti 460
e 55 ] 0 0 [ Reel Al m_ [ A Ad q 460
5 - 236271 | Vejlevej 602285 | Reel Al m Al 3460
Fi < ot - 242238 | GI. Skuldbaive] 600616 | Reel e feestet Al m Al 3460
. I 241170 | Egerisvej 'B00375 | Reel efeestet | Al m A 2460
£
lr by 241089 | Gl Kirkevej 600599 | Rel efaestet Al faBre m Anden 3460
it 241135 | Videbzekve] 602368 | Reel efzestet Al faere m Anden 460
0 & faestet Sti m St ovedsti 460
iBchiligauelipess)| Go To: 28217 7600652 | Rel elastel | Al fzrdsel Angen ve] 460
WUDT 2RUDT clection WHERE: efeestel | Al feerdsel mll [Andenve] | Anden ve 3460
e faestet Sti St Hovedsti 460
efmstet | Al frdsel m_ |Andenve] | Anden vej 460
& faestet Sti m St Hovedsti 460
e efmstet | Al f=rdsel m | Anden ve] Anden ve] 450
242125 | @sterbyvej 7602482 | Reel e feestet Al feerdsel m Anden vej 460
- 242137 | Herningvej TE0077- eel efeestet Al feerdsel m Anden vej 460
- 242261 TB0247¢ eel e feestet Al feerdsel m Anden vej 460
Gear | [ ety | [ hHep | [ Load. | [ save. | o efemsiet | Si m st ovedsti 460
eel efzstet Sti m St ovedsti 460
- el befaestet Al faerdsel m Anden vej Anden ve] 3460
L 058 | 242076 | Stenbjergvej 7601916 | Reel befeestet | Al fzerdsel m__| Anden vej 3460 | 07 _
H o4 710 » w ([E]S | 13970 out of 23875 Selected)
[E] Resuit= | =] Table Of Contents @eien < (VEIMIDT BRUDT selection:
Number of festures selected: 13970 450695,983 6192043,044 Meters

Figure 8: Select by attribute (e.g. extended street width in Ringkgbing)

4.2. Distance Calculations

In our theoretical model (section 2.2.2), we consider distances from the house to the buffer zone
as well as to several other variables (L;, N;), which can be significant for the buyer’s decision,
and then reflect the WTP for the proximity to this feature. To measure the distance, we used in
this project two different approaches: (1) the Euclidean distance and (2) the travel distance (e.g.
via road, walking path).
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4.2.1. Calculate Euclidean Distances

Most of our variables describing L; and N; are polyline or polygon data which surround the point
data (house). Hence, we are interested in the direct distance between our houses in the sample
and the natural or economic features, irrespective of the access to this feature. Any barriers to the
points of interest will be therefore ignored. Moreover, we only calculate the distance to the
boundary of a polygon feature, not to the center or centroid of the polygon.

In order to calculate the distance to the nearest feature of the variable L; / N; for each observa-
tion point (house), the following steps are necessary:

1. After adding the relevant shapefiles and the housing data, chose within the ‘System
Toolbox’ of ArcGis under ‘Analysis Tools’ the category ‘Proximity’. There, one can find
the command ‘Generate Near Table’ (see Figure 9). Using the command allows one to
define more than only the closest feature of the layer, but also the second or third closest.
Additionally, results are saved in an extra layer, which can easily be exported and/or
joined to the original database.

File Edit View Bookmarks Inset Selection Geoprocessing PatchAnalyst PatchGrid V-LATEZ0beta Customize Windows Help
R - Ll Al R &) ¢ Network Analyst - | B > [ Ry
o > - | 1188827 vt =)

S S FE 1 2 TGS — T

Home - Desktop\Pilat project buffer zone
Folder ns

uoseas QI | Boieies &

[ b
[ Results | El Table Of .. | [@E| 2 0 «

Figure 9: Command ‘Generate Near Table’

2. In the window ‘Generate Near Table’ (see Figure 10) the following features need to be
defined:

a. Input feature: layer of houses.

b. Near feature: layer of L; or N;. Please note each variable should be considered
separately as otherwise only the distance to the nearest of all feature will be calcu-
lated.

c. Output table: defines the name and (file) location of the generated table.
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d. Search radius: can be used if the distance to the feature should be restricted to a
defined radius. Hence, one can assume that the proximity to a forest does not cre-
ate any positive externality after a specific distance; i.e. the distance after the
threshold is not important and therefore can be neglected in the calculation.

e. Location: if this box is ticked, not only the distance towards the feature is written
into the output table, but also the coordinates (X and Y) of the feature which was
calculated to be the closest to the house.

f. Angle: if this box is ticked, a near angle measures from the x-axis (horizontal ax-
is) to the direction of the line connecting the house to the nearest feature within
the range of 0 to 180 or 0 to -180 decimal degrees - 0 to the east, 90 to the north,
180 (-180°) to the west, and -90 to the south- will be written in the output table.

g. Closest feature vs. number of closest match: if the box ‘find only closest feature’
is not ticked one can also specify here the number of closest features to be found
(e.g. the two nearest forests). The latter can be interesting if one is interested to
know how many of the same feature is in a given radius of the house.

r;“ Generate Near Table =NES X

Input Features - Generate Near Table

| houses_2013-08-01_extended =

Near Features Determines the dist_ances from
- each feature in the input features

| EIN= to one or mare nearby features in
— the near features, within the

& 2 VANDLOES &l search radius. The results are
— recorded in the output table.
x
1
4

Output Table -

C:\Uzers\amuench\Documents\arcGIS\Default.gdb thouses_20130801_extended_Genl @

Search Radius {optional)

Meters Yl
Location {optional)
Angle (optional)
| Find only closest feature (optional)
Maximum number of dosest matches (optional)
[ OK ] | Cancel | |Environments... | | << Hide Help | | Tool Help

Figure 10: Window 'Generate Near Table'

Using the command ‘Generate Near Table’ instead of the command ‘Near’ allows one to define
not only the closest feature of the layer, but also the second or third closest. Additionally, results
are saved in an extra table layer that can easily be exported (see section 6.2) and/or joined to the
original database.
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4.2.2. Calculate Road Distances

Besides the direct distance, one major feature of the buffer zone regulation is, in general, that
people are allowed to access this area if there is a public path into the buffer zone. So, it can be
that, e.g. two houses (A;B) are equidistant to the buffer zone regarding the linear distance (as
measured above). However, taking the road for the owner of house A will take more time to
access the buffer zone than the owner of house B due to the lack of direct road access to the
buffer zone via public streets. This example is illustrated in Figure 11. While house owner A
needs to take the detour north which eventually leads to the road with access to the buffer zone,
house owner B is located directly on a road with access to the buffer zone.

Access point to

Buffer zone

the Buffer zone
/R

Figure 11: Example road access buffer zone Skjern

Create a Network Dataset

In order to integrate this difference due to access, a network calculation for the road distance is
calculated. For this calculation a Network Dataset is necessary. To create such a network dataset,
a polyline shapefile is necessary. We use the above mentioned shapefile on the road network
(including foot path) provided by Geodatastyrelsen. With a right mouse click in the GIS cata-
logue in the folder connections on the shapefile ‘roads’, one can select the command ‘New
Network Dataset ...". After entering a name for the new network dataset, in the next steps one
can define whether turns are allowed, or special requirements regarding the connectivity between
the polylines. Additionally, the variable which defines elevation within the road network and any
other requirements/specific attributes one may want to add as a cost barrier into the network
layer are defined in this step as well.

In our analysis, we defined that no turns are allowed, but also did not give any driving directions.
Neither elevation nor any other cost changing features are defined. Hence, the length of the path
is the only cost attribute in the calculation.
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Create a Closest Facility Layer

ArcGIS offers different options within the network analyst tool. Besides, for example, the route
solver (to identify the quickest or shortest route), one can also can find the service areas around
any location in a network (i.e. zone of attraction) or find the closest facility of interest. The latter
one is used in this analysis in order to obtain the distance between the houses and the access
points to the buffer zones. Within the ‘System Toolboxes’ in the category ‘Network Analyst
Tools’ in the folder ‘Analysis’ the command ‘Make Closest Facility Layer’ can be found. In the
window that opens, called ‘Make Closest Facility Layer’ (see Figure 12), several options should
be further specified:

# Make Closest Facility Layer ) n - n SE—
& Input Analysis Network Make Closest
| =] Facility Layer

Qutput Layer Name
Closest Fadlity 3

Makes a closest facility

network analysis layer and
Impedance Attribute - ys Y
sets its analysis

properties. A closest
Travel From or To Fadiity (optional) facility analysis layer is
TRAVEL_TO A useful in determining the

Default Cutoff (optional) closest facility or facilities
to an incident based on a

Number of Fadilities to Find {optional) specified network cost.

Time of Day {optional) 1

Time of Day Usage (optional)
NOT_USED -

¥ Accumulators
¥ Hierarchy
¥ Qutput Options i

¥ Restrictions

I (0]4 J I Cancel J IF_nvironments... I I << Hide Help I l Tool Help

h - S — — - — 3 -

Figure 12: Window 'Make Closest Facility Layer’

Input Analysis Network: this field requires the path of the above created network dataset.
Output Layer Name: name of the newly created layer.

Impedance Attribute: length (as predefined in the network dataset).

Travel from or to Facility: specifies the direction of the travel path.

Default Cutoff: should be defined if a specific radius in search of the closest facility
should not be exceeded.

ok wbdPE

21



6. Number of Facilities to Find: we specified here ‘1’ as we are only interested in the closest
access point to the buffer zone. However, one could also implement higher numbers (i.e.
second closest and third closest facility).

7. Time of Day: can be specified — only makes sense if the network dataset contains infor-
mation on route utilization at specific times.

8. Time of Day usage: here the same applies as in the field ‘Time of Day’. If no time infor-
mation is included in the network dataset, this field can be left as ‘not used’.

9. Restrictions: here one can again define if turns are allowed.

After obtaining the closest facility layer from the network dataset, we also need to define the
points of origin and the points of destination. The point of origin will be defined by our point
layer set of the houses (as created in section 4.1.1). For the point of destination, we need to
determine the access points to the buffer zone. A simplistic approach is to intersect the buffer
zone layer with the road map layer.

Intersect Data Layers

Within the ‘System Toolboxes’ under the category ‘Analysis Tools’ in the Folder ‘Overlay’, one
can find the command °‘Intersect’. By selecting this command, a window is opened (see Figure
13). In our case the ‘Input Features’ are the shapefiles ‘roads’ and ‘buffer zone’. The field
‘Output Feature Class’ is the name of the created intersection layer. In order to reduce the size of
the newly created shapefile and with this the calculation time, one can also choose to restrict the
‘Join Attributes’ to ‘only FID’. As we use the command ‘intersect’ to create a point layer, which
should serve as point of destiny layer later on, we need to define the ‘Output Type’ as ‘Point’.

R -
Input Features o Intersect
| = & _
— Computes a geometric
Features Ranks -+ intersection of the input features.
. — Features or portions of features
“_”Randzone selection Ny h
@ VEMIDT BRUDT x which overlap in all layers and/or
= — feature classes will be wntten to
4+ the output feature class.
+
] i s
Output Feature Class - INPUT
C:\Users\amuench'\Documents arcGIS\Default. gdb\buffer_ringkobing_Intersect [,'__"—’-_.
JoinAttributes (optional)
ALL -
XY Tolerance (optional)
Meters '|
Quinut Tune (optional)
l POINT I -
INTERSECT
FEATURE
| QK | | Cancel | |Enwrcnmems... ‘ | << Hide Help | | Tool Help

Figure 13: Window 'Intersect’

As the features in the layer ‘street’ are in the format of polylines and the features of the layer
‘buffer zone’ are in the format of polygons, a multipoint layer will be created instead of a point
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feature class. In order to be used within the network analyst tool, this multipoint format needs to
be redefined into point data. Therefore, we use the command ‘Feature To Point’ within the
‘System Toolboxes’ in the folder ‘Data Management Tools’ in the category ‘Features’. In the
opening window, the only items to define are the ‘Input Features’, which is the above created
layer, and the ‘Output Feature Class’, which is the name of the transformed layer which shall be
created (see Figure 14).

- =
#., Feature To Point - M- +alie - l oo T S
2 . -
% Input Features - Feature To Point
| = & I
» Output Feature Class Creates a feature class containing points generated
from the representative locations of input features.
Inside {optional
nsce Dmlona) MULTIPOINT INPUT QUTPUT
™ Multipsint &
{ W
>
Multipoint B =+ I
+
0K | | Cancel | |Environmenis..‘ | | << Hide Help | | Tool Help |

Figure 14: Transform Multipoint into Point Features

Add location

Upon opening the attribute table (described above) of the ‘Closest Facility’ layer, it becomes
obvious that the attribution tables are empty due to the fact that we still need to specify our point
of origin and our point of destination. In order to proceed, we need to ‘Add Locations’ (can be
found under System Toolboxes\Network Analyst Tools\Analysis\Add Locations). In the window
‘Add Locations’ (see Figure 15) we need to specify:

1. Input network analysis layer: in our case, the closest facility layer created before.

2. Sub layer: facilities are the points of destination, i.e. the access points to the buffer zone;
incidents are the points of origin, i.e. the housing data.

3. Search tolerance: specifies the tolerance between the road and the facilities/incidents. There-
fore, e.g. houses are seldom directly at the road, but rather back some meters on the lot. The
here defined tolerance considers this deviation. Please note: the higher the tolerance is defined
here, the less accurate the results are for the route length.
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IRingkoebing_Randzone_intersect_points LI @
Field Mappings

Property Field Default Value

Mame

CurbApproach Either side of wehicle
Attr_Length 1]

Cutoff_Length

[ Use Metwork Location Fields instead of Geometry

Search Tolerance

e T —

Sort Field {optional)
-
Search Criteria {optional)
Mame Shape  Middle End
VEIMIDT_BRUDT selection O O
VEIMIDT_BRUDT _selection_ND_Junctions O O O

Find Clozest amaong All Classes (optional)
Append to Existing Locations (pptional)

[ Snap to Metwork (optional)

Snap Offset (optional)
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[ Exclude Restricted Portions of the Network {optional)
Search Query {optional)
M
ame Query

VEIMIDT_BRUDT selection 200
aill VEIMIDT_BRUDT _selection_ND Junctions
i - -

0K ] [ Cancel ] [En\tironments... ] [ << Hide Help ] [ Tool Help

L

Figure 15: Window 'Add Locations'

Calculate the Road Distance

After creating the layer and adding the necessary locations (facility and incidents) the final step
is to ‘Solve’ this network problem. Therefore, one can either use the # -button in the taskbar or
the command ‘Solve’ in the ‘System Toolboxes’ under the category ‘Network Analyst Tools’
and folder ‘Analysis’.

After resolving the ‘closest facility layer’, one can find the length of the road distance from the
house in the attribute table of the layer routes (see Figure 16 and Figure 17).
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Figure 16: Solved "Closest Facility" layer

Table O x
2-1%- 15
Routes X
Obie Shape FacilitylD FacilityRank Hame IncidentCurbApproach FacilityCurbApproach IncidentlD Total Length I -
4 5487 | Polyline M 10768 1 | Location 1 - Location 4282 Left side of vehicle Right side of vehicle 5487 41878437
5488 | Polyline M 10781 1 | Location 2 - Location 4285 Right side of vehicle Right side of vehicle 5488 245 194033
5489 | Polyline M 10724 1 | Location 3 - Location 4238 Left side of vehicle Left side of vehicle 5439 220,021142]
5430 | Polyline M 10724 1 | Location 4 - Location 4298 Left side of vehicle Left side of vehicle 5490 251,527331
5491 | Polyling M 10385 1 | Location 5 - Location 3899 Left side of vehicle Right side of vehicle 5491 478 469321
6492 | Polyline M 10385 1 | Location 6 - Location 3899 Right side of vehicle Right side of vehicle 5492 469693715}
6493 | Polyline M 10385 1 | Location 7 - Location 3899 Right side of vehicle Right side of vehicle 6493 490,913729|
5494 | Polyling M 10385 1 | Location & - Location 38%9% Right side of vehicle Right side of vehicle 5494 519,53583)
5435 | Polyling M 10783 1 | Location § - Location 4257 Left side of vehicle Left side of vehicle 5485 311,505754
5435 | Polyline M 10783 1 | Location 10 - Location 4257 Left side of vehicle Left side of vehicle 65496 288, 163045.
8497 | Polyline M 10783 1 | Location 11 - Location 4257 Right side of vehicle Left side of vehicle 5457 385277101
54393 | Polyline M 10783 1 | Location 12 - Location 4257 Left side of vehicle Left side of vehicle 5498 253445431
5499 | Polyline M 10783 1 | Location 13 - Location 4257 Right side of vehicle Left side of vehicle 5499 355624162
6500 | Polyline M 10783 1 | Location 14 - Location 4257 Right side of vehicle Left side of vehicle 6500 217303817
6501 | Polyline M 10783 1 | Location 15 - Location 4297 Right side of vehicle Left side of vehicle 6501 26578141 4.
6502 | Polyline M 10783 1 | Location 16 - Location 4297 Right side of vehicle Left side of vehicle 6502 35, 345@'
8503 | Polyling M 10783 1 | Location 17 - Location 4257 Right side of vehicle Left side of vehicle 6503 283 787615]
5504 | Polyling M 10783 1 | Location 18 - Location 4257 Right side of vehicle Left side of vehicle 5504
6505 | Polyline M 10783 1 | Location 13 - Location 4257 Right side of vehicle Left side of vehicle 6505
8508 | Polyline M 10783 1 | Location 20 - Location 4257 Right side of vehicle Left side of vehicle
8507 | Polyline M 10783 1 | Location 21 - Location 4257 Right side of vehicle Left side of vehicle
6508 | Polyline M 10783 1 | Location 22 - Location 4257 Right side of vehicle Left side of vehicle
6509 | Polyline M 10783 1 | Location 23 - Location 4257 Left side of vehicle Left side of vehicle
6510 | Polyline M 10783 1 | Location 24 - Location 4297 Left side of vehicle Left side of vehicle
6511 | Polyline M 10783 1 | Location 25 - Location 4297 Left side of vehicle Left side of vehicle
8512 | Polvline M 10781 1 | Location 26 - Location 4255 Left side of vehicle Richt side of vehicle i
[Tt 10 0w B | (D out of 6486 Selected)
Routes

Figure 17: Attribute table of 'Routes’ of the ‘Closest Facility’ layer

A description of how to export the data stored in the attribute table is given in section 6.3.
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4.3.  Fragmentation Calculation

In section 2.2.2, it is noted that the fragmentation of the surrounding environment of the houses
(Fi) gives a utility to the house owner (see also section 2.2.1). In this analysis to assess the utility
created by open space, the mean patch fractal dimension (MPFD) is included and serves as a
fragmentation index (Raines, 2002). This index measures the shape complexity, which equals 1
for shapes with simple perimeters and approaches 2 when shapes are more complex; thus, more
space is taken up by the natural open space elements. Calculations will be executed with the help
of the extension ‘Patch Analyst’ available for ArcGIS (Rempel et al., 2012). This extension
allows the use of shapefiles with polygon features as a basis for analyzing the fragmentation of
an area. The standard analyzed unit in this tool is a hexagon structure, which can be directly
created by the extension as well. However, it was opted to use a classical buffer around the house
as a unit of analysis instead of the hexagon structure. The hexagon structure would encompass
the entire area in the calculation, i.e. the areas of the postal codes Skjern, Tarm and Ribe. Of
interest for the analysis is the open space directly surrounding each house and not the open space
available in the area in general. Using the buffer structure instead of a general hexagon structure,
however, leads to the issue of the optimal range of the buffer. According to the shapefile
‘Jordstykke’ provided by Geodatastyrelsen, the average lot around the house is 140 meters long.
It was therefore decided to calculate the fragmentation of an area of 150 meters around the
house. Landscape elements like water streams, lakes and agricultural land served as open space
elements.

4.3.1. Create Buffers

In the first step, the buffer around the house is drawn into the house layer. Selecting the com-

mand ‘Buffer’ in the [fame X1 S
folder ‘Proximity’ in the | retsee - Distance [value or field]
¢ H OutputF;ature Classi The distance around the input
category ANAIYSIS | ot o st o i 2 fatrs tatwil b bufred.
TOOIS’ ln the < System Dist Ll Seldl sltller avalue rept;e‘sde?rtmgtilmear
@ Linear unit istance or as a field from the

Toolboxes” the window — ™ | liancs t o sach fosturs.
‘Buffer’ opens (5€€ | swrpeooionm ar enered 33 Onknonn, the

. FULL linear unit of the input features’
Flgure 18) The Iayer Of End Type (optional) spatial reference is used.

ROUND
Whi dist
houses as created above || 2sstenee | Scrring. fthe dosired fnoar i
s selected Input | e B e
IS Se eC e as npu ZDknd i into one (for example, ‘20
5 mkade DecimalDegrees’).
Features’. The field fomar
‘Output Feature Class’ gy
; vaerelse_a
contains the name and e i
- 4 2

location of the new
created layer. In the
field ‘Distance’ the
|inea|" unit Of 150 meters [ oK ] | Cancel ‘ |Enwronments‘.. ‘ | << Hide Help | ‘ Tool Help

is entered as this should Figure 18: Window 'Buffer with uniform width’
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be the radius of the buffer around the house to be considered in the fragmentation analysis.

As preparation for the next step (i.e. the Union of Layers), we need to transform the layer

#, Buffer ' )

=

Input Features

‘ VANDLOEB_BRUDT selection
Output Feature Class

Distance [value or field]
() Linear unit

C:\Usersiamuench\Documents'ArcGIS\Defauit. gdb\VANDLOES_BRUDT_Buffer4

@ Field
MIT_BREDDE

Side Type (optional)
FULL

End Type (optional)
ROUND

Dissolve Type (optional)
NONE

issolve Field(s) (optional)

[] FOTFEAT_ID
[ FEAT_KODE
[ FEAT_TYPE
[ FEAT_STTXT
[ cEOM_STTXT
[] E3ERTYPE
[T sus kopE

«

i

Distance [value or field]

The distance around the input
features that will be buffered.
Distances can be provided as
either a value representing a linear
distance or as a field from the
input features that contains the
distance to buffer each feature.

If linear units are not specified or
are entered as Unknown, the
linear unit of the input features’
spatial reference is used.

When specifying a distance in
scripting, if the desired linear unit
has two words, like Decimal
Degrees, combine the two words
into one (for example, 20
DecimalDegrees’).

[«

J [ cancel | [Environments... | [ <<tidetelp |

Tool Help

Figure 19: Window 'Buffer with varying width’

the buffer around the stream. Therefore, in the window ‘Buffer’

displaying the water
streams from a polyline
to a polygon feature
based layer as all layers
need to be polygon
features. A simple way to
transform polyline into
polygon features is to use
the command ‘Buffer’.
However, as rivers tend
to vary in width, it is
refrained from using a
uniform buffer width;
instead the width of the
water stream, as stored in
the attribute table, should
determine the width of

as ‘Input Features’ the layer

describing the water streams is chosen. The ‘Output Feature Class’ is the name and (file) location
of the newly created layer. For ‘Distance’ of the buffer, the row in the attribute table ‘stream
width’ is selected (see Figure 19).

4.3.2. Calculate the Geometric Union

After buffers around the
house  samples  are
generated, a geometric
union of the open space
features (lakes, rivers and
agricultural ~ land) s
computed in order to
have one layer of all
relevant features as the

basis for the ‘Patch
Analyst’.  This  union
layer is created Dby

selecting the command
‘Union’ in the ‘System
Toolboxes’ in the

"E% Union > 5 . . | e S
Input Features Union
l =] .
Computes a geometric union of
Features Ranks the input features. All features and
VANDLOER Buffer1 their attributes will be written to
Sriark = the output feature class.
. 50E =
INPUT
« 1 ¢
Qutput Feature Class
C:\Wsers'amuench'\Documents \ArcGIS\Default.gdb\SOE_Union3
JoinAttributes {optional)
OMLY_FID -
XY Tolerance {optional)
Meters hd
Gaps Allowed (optional) |
Union illustration i
[ OK ] [ Cancel ] [Environmenis... ] [ << Hide Help ] [ Tool Help ]

Figure 20: Window 'Union’
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category ‘Analysis Tools’ in the folder ‘Overlay’. In the window ‘Union’ (see Figure 20), we
specify as ‘Input Features’ all layers which display the open space features as polygon (buffer of
water streams, lakes and agricultural land). The field ‘Output Feature Class’ contains the name
and the location of the new layer. In the field ‘Join Attributes’, the option ‘Only FID’ is selected
in order to keep the size of the united layer small as well as the fact that the specific information
of the landscape element for the following analysis is not relevant. The box ‘Gaps Allowed’ is
marked in order to acknowledge the area taken up by other landscape elements (e.g. neighboring
houses, trees). The ‘XY Tolerance’ is set to ‘Null” in order to keep accuracy as much as possible.

4.3.3. Clip the Open Space with the House Buffer

After the different open space layers are bundled with the help of the command ‘Union’ into one
layer, this common layer is reduced to the information necessary for the patch analyst. The

o = —T= sy relevant information is
S e ~| the open space in the
[SOE_Union_Union =& _ buffer zone around the
Clip Features Extracts input features that
|houses_20130801_e:¢_8uf150 j E overlay the clip features. house_ Therefore, the
Output Feature Class - Use this tool to cut out a piece of | _ Command ‘Cllp’ iS
C:\Users\amuench\Documents\ArcGIS\Default. gdb\SOE_Union_Clip B one feature class using one or T :

XY Tolerance (optional) more of the features in gnother employed Wthh can be
T a feature class as a cookie cutter.
[Meters -] This is particularly useful for found in the ‘System
creating a new feature class—also
ferred t tud f ? 1
e oy e eeef | Toolboxes” in the
hic subset of the feat ¢ i
ignezﬁroatﬁelr? Iztlgesrefezmr; CT:SETES category. AnaIySIS
Tools’ in the folder
INPUT ‘Extract’. In the ‘Clip’
. window (see Figure
21), we denote the
- o “| layer of the open space
[ OK ] | Cancel | |Environmenis... | | << Hide Help | | Tool Help elementS as ‘Input
Figure 21: "Window 'Clip’ Features’. The layer

with the buffers around
the houses serves as ‘Clip Features’. Again, the field ‘Output Feature Class’ contains the name
and the location of the new layer, while the ‘XY Tolerance’ is set to ‘Null” in order to preserve
accuracy.

After the data displayed in the open space layer is reduced to the buffer zone area around the
house, the housing data is related to the reduced open space layer. This step is taken in order to
identify the houses in the attribute table of the reduced open space layer as well as possessing an
ID-variable for the patch (i.e. house ID) which can be used in the ‘Patch Analyst’. In order to
relate both of these layers, the ‘Union” command is chosen again. However, instead of selecting
the option ‘Only FID’ as ‘Join Attributes’ as above, ‘All Join Attributes’ will be kept in the new
layer.
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After these steps, the layer which is further used for
the ‘Patch Analyst’ should look similar to Figure 22.
Within the buffer zones around the house, the differ-
ent characteristics are pointed out. Moreover, consid-
ering the ‘Attribute Table’ (Figure 23), the different
open space elements are still differentiated for each
house (observation). The elements in the table are
increased tremendously to the fact that each element
in the 150-meter buffer zone is listed separately per

house. Hence, the same house should be in the table
more than once. See, for example, ESREJD-Nr. Figure 22: Example display of the 'Open Space’

312340 (i.e. Identification number for the houses).

layer

Apparently, within a 150-meter radius around this house, one can find at least four different
fields. In contrast, ESREJD-Nr. 312311 possesses at least one water stream within the 150-meter
radius. How much of the area is taken up by these different open space elements can be seen in
the column ‘Shape Area’.

Table O x|

H- B R

houses_20130801_ext_Bufl50_U2 X

QBJECTID * Shape * | FID houseg esrejdnr | FID SOE Uni| FID SOE | FID Mark | FID WANDLO| Shape Length | Shape Area | -
1439 | Polygon ZM 12 312311 -1 0 0 0 153,788618 432537118
1440 | Polygon ZM 11 312309 -1 1] ] 0 204 732887 143254448
1441 | Polygon ZM 12 312311 -1 0 0 0 284 732887 1432 54448
1442 | Polygon ZM 12 312311 -1 0 0 0 237 736114 400,156198
1443 | Polygon ZM 1245 319350 -1 0 0 0 237 736114 400,156198
1444 | Polygon ZM 12 312311 1023 0 0 408200 49 992718 62 927066
1445 | Polygon ZM 18 312328 -1 0 0 ] 45,8759432 123,206152
1448 | Polygon ZM 3 314338 -1 1] i i 48,875432 123 206152
1447 | Polygon ZW 18 312326 -1 1] i i 134 58638 612 437088
1448 | Polygon ZM 448 3145848 -1 0 0 0 134, 58638 612437088
1445 | Polygon ZM Py 312340 -1 0 i 0 1057 798015 | 20536,771487
1450 | Polygon ZM 22 234 -1 0 i 0 1057 798015 | 20536,771487
1451 | Polygon ZM 21 312340 -1 0 0 0 157960817 |  1215,255455
1452 | Polygon ZM 206 313418 -1 0 i 0 157,960817 |  1215,2550455
1453 | Polygon ZM g 312340 2124 -1 3358023 -1 368,113071 B937,441445
1454 | Polygon ZM g 312340 2130 -1 402434 -1 513,500617 | 14737 685522
1455 | Polygon ZM g 312340 2145 -1 581807 -1 217 107087 2445 898681 |
1456 | Polygon ZM Py 312340 2147 -1 531911 -1 164 985481 588,502086 (4
1457 | Polygon ZM 22 312341 -1 0 0 0 71,198879 167 975138
1458 | Polygon ZM 208 313418 -1 0 0 0 71,198879 167 975138
1455 | Polygon ZM 22 312341 2006 -1 86511 -1 376 200308 | 7351,003544
1460 | Polygon ZM 22 312341 2110 -1 204878 -1 434 526872 | 11078492003
1481 | Polygon ZM 22 312341 2111 -1 204877 -1 401130198 | 3361,535362
1462 | Polygon ZM 22 312341 2134 -1 402442 -1 85,494373 275 BBET55
1463 | Polygon ZM 22 234 2147 -1 SE1911 -1 40,7473 72 463269
1464 | Polvaon ZM 23 2342 -1 0 0 0 158.055845 850.267303 | 7
T 1 v n E {0 out of 3572982 Selected)
thouses 20130801 ext Bufls0_UZ:

Figure 23: Attribute Table of the Open Space Layer

4.3.4. The Patch Analyst

After the data layer is prepared, one can start the ‘Patch Analyst’, which should give a more
detailed picture on the fragmentation of the area surrounding the houses. This extension for
ArcGis can be downloaded from the Centre for Northern Forest Ecosystem Research (Rempel et
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al., 2012). This extension will be added to the ArcMap toolbar instead of to the catalogue folders.
Selecting the command ‘Spatial Statistics’ in the drop down menu of the ‘Patch Analyst’ will
open a window (see Figure 24). The above created layer, which contains information on houses
and open space elements, is selected as ‘Layers’ to be analyzed. The variable which identifies the
‘Class’ is the house-ID (i.e. ESREJDNR). As we are interested in the fragmentation around the
house, ‘Analyze by Class’ is selected. The option ‘Analyze by landscape’ refers to general
landscape fragmentation analysis, which is not feasible in this case as the data does not contain
all of the necessary information anymore (due to the former clipping).

adl Spatial Statistics "3 i ([EEREER

Layers

houses_Tam -

houses_skjem
houses_rbe [] Add Patch Analysis layer to map

houses 20130801 ext Buf150 U2

SOE_Union_Union_Clip

SOE_Union_Union &
Class ESREJDONA] -
Analyze By ) Landscape @ Class

Clutput Table Name

COptions

Class Area
Total Landscape Area

Patch Density & Size Metrics Shape Metrics Core Area Metrics
MNumber of Patches Mean Shape Index
Mezn Patch Size Area Weighted Mean Shape Ind
Median Patch Size Mean Perimeter-Area Ratio
Patch Size Coefiicient of Yanan Mean Patch Fractal Dimension
Patch Size Standard Deviation Area Weighted Mean Patch Advanced Options
Fractal Dimension . . (@ Raster
Edge Metrics Analyze Vectors As a Veclor
Total Edge Diversity Metrics
Edge Density State areas in hectares

Mean Patch Edge

| Selecthone || Selectan | | AddtoBatch | [ Cancel || Run |

Figure 24: Spatial Statistics of the Patch Analyst

After running the ‘Patch Analyst’ on our prepared data layer, we obtain a table layer which
contains all the information on the patch we selected before. The variable of interest is the ‘“Mean
Patch Fractal Dimension” (MPFD), which can be found in the rubric ‘Shape Metrics’. The
standard measures like the Shannon Diversity or Evenness Index are only selectable if a land-
scape is examined. As described above, this is not feasible in our case. Therefore, the MPFD is
chosen although it is not highly taken up and discussed in the literature.
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4.4.  Creation of a Dummy-Variable

In the theoretical approach in section 2.2.2, it was discussed that in order to measure the effect of
the buffer zone regulation on house price, a dummy variable should be integrated which takes the
value ‘1’ if the newly created buffer zone is on the plot of the sold house, and ‘0’ if otherwise.
Additionally, a dummy variable is included to capture the effect of having a water stream on the
plot (see Figure 25). Both variables will be calculated in the same way as the only difference is
the data involved. In the following, the way the second dummy variable ‘riparian property’ is
calculated is described. Riparian properties are defined as plots belonging to houses which are
crossed by a water stream. Thus, the water stream needs to be either on the property or adjacent
in such a way that the outer border of the plot is overlapping with the outer border of the water
stream. Hence, a property is not considered to be a riparian property if a water stream is further
than one meter away from the property. The tolerance of one meter is considered due to variation
in water levels of the rivers.

Riparian property

Non-Riparian property

o/
W

Figure 25: Definition of Riparian Property

4.4.1. Spatial Join the sample of the houses with its plots

In the first step, we need to assign the plots to the houses in our database. Geodatastyrelsen
provides the shapefile ‘Jordstykke’ which will be used here as a basis. Within the ‘System
Toolboxes’ under the category ‘Analysis Tools’ in the folder ‘Overlay’, one can select the
command ‘Spatial Join’. Within the ‘Spatial Join’ window (see Figure 26), the following
specifications were taken:

1. Target Features: the layer displaying the plots.

2. Join Features: the layer of our housing sample as created above.

Output Feature Class: the name and (file) location of the newly created layer.

Join Operation: as each house only has one plot, the option ‘Join_one to one’ is selected.
To keep all information on the houses as well as have some control options by adding the
information on the plot, the box ‘Keep All Target Features’ is ticked.

o ks w
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6. Match option: ‘Contains’ is selected in order to identify which plot contains a house in
our database.

"5% Spatial Join " X " —C

Target Features Spatial Join
[JORDSTYKKE ]

Join Features .

> to another based on the spatial
| houses_2013-08-01_edended El relationship. The target features
Output Feature Class and the joined attributes from the

C:\Users\amuench\Documents\ArcGIS\Default. gdbthouses_jordstykkes join fea:_UTES Erel written to the
output feature class.

Joins attributes from one feature

Join Operation (optional)
JOIN_ONE_TO_ONE -

Keep All Target Features {optional)

Field Map of Join Features (optional)

- UUID (Text) -

[#-FEAT_ID (Double)

] FEAT_KODE (Short)

[#-FEAT _TYPE (Text)

[ ELAVSNAWN (Text)

[#1- ELAVSKODE (Double)

[4]- MATRNR (Text)

- KMS_SAGSID (Double)

[#-KMS_JOURNR (Text)

[ SKELSAGSID (Double)

[~ SUPMSAGSID (Double)

- KOMNAVN {Text)

[#- KOMKODE {Long)

[ SOGNNAVN (Test)

[+]- SOGNKODE {Long) -

Match Option (optional)
CONTAINS -

Meters -

CINCINEIRCY

ear adius (opuonal

Distance Field Name (optional)

[ oK H Cancel ][Environments...” << Hide Help ] [ Tool Help

Figure 26: Window 'Spatial Join' relating houses to the plots

Please note: as we are interested in the characteristics of the plots, the target feature is the plot. In
this step, we simply relate the database of the houses to the property plots. In this step, the
tolerance of calculation (‘Search Radius’) is zero.

4.4.2. ldentify the Riparian Properties in the Sample

In order to relate the plots we are interested in to the water stream layer, both layers need to be
the same format (i.e. polygon feature). Therefore, instead of using the original shapefile display-
ing the water streams as polylines, the polygon layer of water streams created in 4.3.1 with the
help of buffers is here employed further.

In the next step, we intersect the spatial join layer with the water stream buffer layer. Using the
‘Spatial Join> command again, this time the ‘Target Features’ is the layer describing the
plots/houses. The ‘Join Features’ is the created layer of the buffers around water streams. As we
are only interested in the houses in our sample and not all possible plots in the area, and because
it is enough for us to know if there is at least one water stream on the property (i.e. the number of
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water streams on the property is not important), the options ‘Join_one to one’ and ‘Intersect’ are
chosen. In order to allow some tolerance, the ‘Search Radius’ is defined as one meter (see Figure

27).

‘K\ Spatial Join

Output Feature Class
C:\Users\amuench\Documents\ArcGIS \Default.gdbthouses_jordstykke2_SJoin5

Join Operation {optional)
JOIN_ONE_TO_CNE

Keep Al Target Features (optional)

Field Map of Jain Features (optional)

"a98
Target Features
|h0u5es__i0rdst)rkk32 selection j
Join Features
|VANDLOEB_BRUDT_Buf'fer3 j

4

[ -
[#- FOTFEAT_ID (Double)
[~ FEAT_KODE_1 (Text)
[+l FEAT_TYPE_1 (Text)
- FEAT_STTXT (Text)
[#- GEOM_STTXT (Text)
[+ EJERTYPE {Text)

&
[
[
[
[
[
[

FEAT_ID_1 (Double)

SUB_KODE (Long)

- HOVED_FRL (Text)
- NAETVAERK (Text)
- VANDLTYPE (Text)
- RETNING (Text)

- HR,_VL_KODE (Text)
- SYNLIG (Text)

M BRFTOE Text}

[« B & &

Match Option {optional)
INTERSECT

Search Radius (optional)

-

Spatial Join

Joins attributes from one feature
to another based on the spatial
relationship. The target features
and the joined attributes from the
join features are written to the

output feature class.

1 Meters ~J
] [Enwronmenis... ] [ << Hide Help ] [ Tool Help

Figure 27: Window 'Spatial Join' relating plots to the water streams

In the newly created layer, one can find in the attribute table the column ‘Shape Length’ and
‘Shape Area’ (one of the last columns — see Figure 28). The rows containing the value ‘Null’
signal that this property is a non-riparian property. In these rows, if there is a value it captures the
length of the connection property — water stream (‘Shape Length’) and how much of the area of
the property is in fact a water body (‘Shape Area’).
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Table

-2 T x

x

houses_jordstykke2_SJoind
TIMEQF PUB | TIMEOF REV | TIMEOF EXP | BUFF DIST § Shape Length | Shape Area | Shape Length Shape
| ¥ | =Null= =Mull= =Mull= =hull= =Null= =hulk= 117,472814 281,27
=Null= =Null= =Null= =Null= =Null= =Null= 89,304024 496 95
|| =Null= <Mull= <Mull= <Mull= <Mull= =Mulk= 182, 728174 1346,04
<Nulk= =Null= <Mull= =Null= <Mull= =Nulk= 126 176727 848,04
=Null= =Null= =Null= =Null= =Null= =Null= 115,280655 827,01
|| =Null=> <Mull= <Mull= <hull= <Mull= <Mulk= 292 288405 4476,04
15-06-2012 <Null= 10-12-2012 25 36,604938 71,878582 153,550525 147510
|| =Null= <Mull= <Mull= <Mull= <Mull= <Mull= 12508805 899,47
|| =Null= =Mull= =Mull= =hull= =Null= =hulk= 171,882045 1798,07
18-06-2012 =Null= 10-12-2012 25 186, 766737 44T 280024 162 386707 147363
|| =Null= =Null= =Null= <Null= <Null= =Null= 50,8459582 440,84
|| =Null= <Null= <Nulk= <Null= <Mulk= =Null= 139,814206 &78,50
|| =<Null= =Null= =Null= =Null= =Null= =Null= 147, 754589 110045
|| =Null=> <Null= <Nulk= <Null= <Mull= <Null= 116,38396 8152
| =Null= <Null= <Nulk= <Null= <Mulk= =Null= 116 45882 816,80
|| =Null= =Null= =Null= =Null= <Null= =Null= 115,234141 825,1
|| =Null= <Null= <Nulk= <Null= <Nulk= =Null= 152 999467 11719
=Null= =Null= =Null= =Null= =Null= =Null= 114,875404 8330
|| =Null= =Null= =Null= <Null= <Null= =Null= 116,637333 831,41
|| =Null= <Null= <Nulk= <Null= <Mulk= =Null= 113,996033 7524
|| =<Null= <Mull= <Mull= <Mull= <Mull= <Mull= 120,965706 799,
|| =Null= =Mull= =Mull= =hull= =Null= =hulk= 117,884813 857,28
=Null= =Null= =Null= =Null= =Null= =Null= 119,955455 863,37,
|| =Null= <Mull= <Mull= <Mull= <Mull= <Mull= 119,954386 863,34
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Figure 28: Attribute Table Spatial Join relating plots to the water streams

A description of how to export the data stored in the attribute table is given in section 6.3.
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5. Spatial Statistics with ArcGIS

In section 3, spatial dependence is explained based on the work of Fotheringham and Rogerson
(2009) as well as Anselin and Getis (2010). Differentiating between spatial autocorrelation and
spatial heterogeneity, the two works claim that spatial processes or pattern needs to be integrated
if calculation should not be biased. ArcGIS offers different tools within its Spatial Statistics
Package in order to allow such analysis of the spatial patterns.

5.1.  Generate Spatial Weights Matrix

To identify and incorporate spatial autocorrelation into a quantitative analysis, a spatial weight
matrix is necessary. This spatial weight matrix denotes the spatial relationship of observation i to
all other observations j. Dependent of the dataset or research question, a different weighting
matrix can be calculated with the help of ArcGIS. The spatial weights matrix is a N X N matrix
with the diagonal ‘0°. Classical weighting matrixes are the neighborhood matrix or the inverse
distance matrix, although more special matrixes, like a space-time-window or shared boundaries,
can be generated as well. The neighborhood matrix takes the value 1’ if observation i is the
neighbor of observation j while in the inverse distance matrix, a higher weight will be devoted to
observation j as it is closer to observation i.

In the ‘System Toolboxes’ in the category ‘Spatial Statistics Tools’ in the folder ‘Modeling
Spatial Relationships’, the command ‘Generate Spatial Weights Matrix’ is found, which opens
the following window (see Figure 29):

5" Generate Spatial Weights Matrix =RACE X

Input Feature Class Dutput Spatial Weights

C:\Users\amuench\Desktop\pilot project buffer zone‘housing\houses_2013-08-01_extended_skjern.shp Matrix File
Unigue ID Field i

o - Tht_a full path _fur the spatial

¥ Output Spatial Weights Matrix File - We'%htts I'I’IEI;IX file (SWM) you
El want 1o create.
¥ Conceptualization of Spatial Relationships

Distance Method (optional)

EUCLIDEAMN -
Exponent {optional)

1

Threshold Distance (optional)

Mumber of Meighbars {optional)

Row Standardization (optional)

Input Table {optional)

Date,/Time Field (optional)

Date/Time Interval Type (optional)

Date,/Time Interval Value {optional)

| oK | | Cancel ‘ | Environments. .. | | << Hide Help | | Tool Help

Figure 29: Window 'Generate Spatial Weights Matrix’
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The ‘Input Feature Class’ is, in our case, the layer of houses in the sample as we would like to
account for the violation of the independence of the observation axiom created by proximity
between houses (e.g. houses close to each other have a similar sales price as they are located in
the same area) later in the analysis. For ‘ID’, the field that is unique for each observation needs
to be selected. Please note: It might be necessary to create an extra unique identifier for the
dataset as ArcGIS does not use its own FID for this analysis. If, as above, ESREJDNR shall
serve as ‘ID’, a transformation of the format of this column is necessary, as the ESREJDNR is
stored in the ‘double’ format but the ‘1D’ field needs to be an integer. After opening the ‘Attrib-
ute Table’, one can select ‘Add Field’ in the menu of the attribute table. The new field is then
defined as type ‘long integer’ and will be added as an empty space in the column in the attribute
table. In order to fill this column with the respective ESREJDNR, one opens the field calculator
with a right mouse click on the column name and defines ‘ID = ESREJDNR’ whereby a new ID-
field is calculated which can then be used for the calculation of the geographic weights.

The field ‘Output Spatial Weights Matrix File’ requires the name and location of the newly
created spatial weight matrix file (.swm). In the field ‘Conceptualization of Spatial Relation-
ships’, one can select from various forms (e.g. neighborhood matrix, cost-time matrix or shared
boundary matrix). In our case, we chose the ‘inverse distance matrix’ as the conceptualization
method. Depending on the conceptualization method, one can further refine the exponent for the
inverse distance, the threshold distance or number of neighbors it should consider (i.e. restricting
the extent of the matrix).

Distance can be measured as Euclidean (‘as the crow flies’) or as Manhattan (summing the
difference between x- and y-coordinates). It is decided to use the ‘Euclidean’ ‘Distance Method’
here.

If the field ‘Row Standardization’ is ticked, the spatial weights are standardized by dividing each
weight by its row sum. In our case, the spatial weight matrix is further used in STATA; our
matrix is not standardized at this point but will be later by transferring the matrix within STATA.

5.2.  Spatial Autocorrelation & Spatial Statistics Tools

ArcGIS 10.1 has already implemented several tools to analyze spatial autocorrelation and to
perform spatial statistics. In the study of Minch et al. (2013), STATA was used instead of
ArcGIS. Therefore, these tools won’t be described in more detail here. The test for spatial
autocorrelation can still be found in the ‘System Toolboxes’ in the category ‘Spatial Statistics
Tools’:

e Local Moran’s I. command ‘Cluster and Outlier Analysis (Anselin Local Morans )’ in
the folder ‘Mapping Clusters’.

e Local Gettis Ord G: command ‘Hot Spot Analysis (Getis-Ord Gi*)’ in the folder ‘Map-
ping Clusters’.

e Global Moran’s I. command ‘Spatial Autocorrelation (Morans 1)’ in the folder ‘Analyz-
ing Patterns’.
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Global Gettis Ord G: command ‘High/Low Clustering (Getis-Ord General G)’ in the

folder ‘Analyzing Patterns’.

Spatial Autocorrelation Report

Critical Value
(z-score)
<-2.58
-2.58 - -1.96
-1.96 - -1.65
-1.65 - 1.65
1.65-1.96
1.96-2.58
=258

Moran's Index: 0,045456
z-score: 13,134875 mm
p-value: 0,000000

Significance Level
(p-value)

0.01

0.05

0.10

0.10
0.05
0.01

feoooen

]

Random

Clustered

Given the z-score of 13.13, there is a less than 1% likelihood that this clustered pattern could
be the result of random chance.

Global Moran's I Summary
Moran's Index: 0,045456
Expected Index: -0,000485
Variance: 0,000012
Z-score: 13,134878

p-value: 0,000000

Dataset Information

Figure 30: Spatial Autocorrelation Report

ArcGIS further provides the user with a
report which offers information and an
interpretation of the found spatial
correlation among the observations of
the variable under consideration. Figure
31 shows an example of the report
created for our dependent variable of
sales prices of houses in Ribe. The high
Z-score and the p-value, respectively,
do not allow the rejection of the Null-
hypothesis of ‘no spatial autocorrela-
tion in the distribution of the variable’.
Hence, an estimation model needs to be
found which considers these underlying
structures and will therefore not be
biased when estimating the standard
errors (and with this, the significance of
the results).

Should further test results and estima-
tion model comparisons hint to Spatial
Heterogeneity (i.e. observations of the
dependent variable react differently
towards the change of an independent

variable due to geographic location), ArcGIS 10.1 offers to calculate a ‘Geographically

Weighted Regression’ (in System Toolboxes\Spatial Statistics Tools\Modeling Spatial Rela-
tionships). For a detailed description of this estimation method, see Fotheringham and Rog-
erson (2009).
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6. Data Export
6.1.  XY-layer to Shapefile

In order to enable calculation with the data, the layer displaying XY-data needs to be trans-
formed into a shapefile. After a right mouse click on the layer, one can choose the commands
‘Data’/‘Export Data’ (see Figure 31).

File Edit View Bookmarks Insert Selection Geoprocessing Patch Analyst Patch Grid V-LATE2.0 beta Customize Windows Help

SRR T x| @ S5V B 8 | 1B g | Network Analyst - | ER
Table Of Contents ox| g o 4 - 159928866330 RIFYAL =1 =0 a0
ENER AL
= = Layers .
= B3 C\Userstamuenchi\Desktop\pilot project buffer zone, L
- i
.E@ Copy .8' & FON
*
= 5| X Remove * Yo v
A0 " 3
EE  Open Attribute Table .
Joins and Relates 3
& Zoom To Layer o ".'"’. had [
*e
- % .
P ey
Visible Scale Range 3 .
Use Symbel Levels
E
Selection »
Label Features
Edit Features 3

%o Convert Features to Graphics...

Convert Symbology to Representation...

Data 3

> Save As Layer File..
iy’ Create Layer Package... Export To CAD

E rt Data
¥ Propertiss.. xport Ba

or geodatabase feature class

H = View Save this layer's data as a shapefile
E

T

Figure 31: Creating a shapefile from the XY-data

After exporting all features of the layer by using the coordinate system specified before for the
layer, one has created a shapefile of point data from an XY-Data set which can now be added
into a ArcGIS map document and processed further. In the attribute table of the shapefile, one
finds all the variables which were stored in the former Window Excel-file.

6.2.  Layer Table to .csv or .txt File

Additionally, results are saved in an extra table layer, which can easily be exported and/or joined

Export Data &= to the original database. Exporting the data basically
Export:  [Allrecords -] [| requires the same step as described above in section
Use the same coordinate system as: 6.1. With a right mouse click on layer one, select

::'E;te'ﬁ;;"cem ‘Data’ and then ‘Export .... The window as
displayed in Figure 32 should open. Define export
Output table: as ‘All records’, and write the location where the

C:\Users\amuench'\Desktop'pilot project buffer zone'\Export_Output.c OUtpUt file should be stored. While ChOOSing the

NOTE: The output feature dass does not support raster /blob fields. If the

. . - - L.
iarabgﬂ;ﬁ;;delxporhng contains one or more raster/blob fields, these fields StOFage |0cat|0n (SGlECtlng), one can at the same
time specify the file type e.g. save the output table
as a .csv or a .txt file in order to process it further in

[ oK ] I Cancel I

Figure 32: Window 'Export Data’
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programs such as Microsoft Excel.

6.3.  Attribute table to .csv or .txt File

In order to use the data within, e.g. Microsoft Excel, the attribute table can be exported into a
.csv or .txt file After opening the attribute table (right mouse click on the layer and choose the
command ‘Open Attribute Table’), in the drop-down menu the command ‘Export...” is chosen
(see Figure 33). The same window as in section 6.2 is displayed, i.e. same steps apply.

Table O x
B Find and Replace... X
M % Select By Attributes... urbApproach IncidentlD Total Length -
ht side of vehicle 1 281517304 (3
ft zide of vehicle 2 174651464 | —
- - ft side of vehicle 3 208 959855
Switch Selection .
@ ft zide of wvehicle 4 240 4850288
[%] Select Al ft side of vehicle 5 483,341188
) ft side of vehicle 1] 474 565563
Add Field... i side of vehicle 7 495 785577
Turn All Fields On ft side of vehicle g 524 407877
) ] ft side of vehicle 9 253384134
Show Field Aliases ft side of vehicle 10 311,965932
ft zide of vehicle 11 2809 569426
Arrange Tables #t side of vehicle 12 277,249368
. ft zide of vehicle 13 275 915488
Restore Default Column Widths f side of vahice 12 241 106704
Restore Default Field Order ft zide of vehicle 15 289 584301
) ft zide of wvehicle 16 205 044262
loins and Relates it side of vehicle 17 307,550502
ft side of vehicle 18 326,994718
Related Tabl :
Flated lanles ft side of venicle 19 311,074152
Iﬂ]] Create Graph... ft side of vehicle 20 328192731
ft side of vehicle 2 285483122
Add Table to Layout #t side of vehicle 22 265,18078
ft side of vehicle 23 272 055843
e | 1
~ Reload Cache #t side of vehicle 24 20935574 | _
go, . # cida nf wrahirla e A7 EA14144
iz Print.. | 1 p
Tepusts bt of 6483 Selected)
Export...

Appea
Export
Exports the table to a new table.

Figure 33: Export Attribute Table

6.4.

In section 5.1, a spatial weights matrix was created that captures the distance between observa-
tions. In order to use this matrix in other programs, the file needs to be converted. Within the
‘System Toolboxes’ in the category ‘Spatial Statistics Tools’ in the folder ‘Utilities, one finds the
command ‘Convert Spatial Weights Matrix to Table’. In the following window (see Figure 34),
information is required regarding the name and (file) location of the created spatial weights
matrix in the field ‘Input Spatial Weights Matrix File’ as well as the name and file location of the
table to be created (i.e. ‘Output table’).

Weighting Matrix to Layer Table
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After using this command, a layer table will be created in the current ArcGIS map document,
which can be easily exported as described in section 6.2.

E! Convert Spatial Weights Matrix to Table E@g
Input Spatial Weights Matrix File Convert Spatial Weights Matrix to Table —
C:\Users\amuench\Desktoplpilot project buffer zonethousing\houses_2013-05-10_unstandardized. swm @
Output Teble tCDD;\;eartt):laea binary spatial weights matrix file {_swm)
C:\sersiamuench\DocumentsarcGIS\Default.gdbhouses_20130510_unstandardiz 1 @ )

m

[ Ok ] [ Cancel ] [Envimnmenis... ] [ << Hide Help ] [ Tool Help ]

Figure 34: Window ‘Convert Spatial Weights Matrix to Table’
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