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Abstract 

This paper presents the theoretical properties of the Inverse Almost Ideal De-
mand System and applies the system on time series data for cod, herring and 
plaice in Denmark (1986 to 2001). Furthermore, the shortcoming of the Inverse 
Almost Ideal Demand System when applied to welfare analysis is discussed. 
The properties of the demand system show that - since the demand system is a 
second-order approximation to the true system - it does not have global appli-
cability for welfare measurement. It may, therefore, not satisfy the conditions 
for calculation of consumer surplus (negative slope and positive point of inter-
section with the price-axis). The theoretical point is illustrated by an empirical 
example of the Danish fish market. Using a vector auto regressive model in er-
ror correction form to overcome the problem of non-stationarity of data, the In-
verse Almost Ideal Demand System is estimated. For cod the intercept is nega-
tive and for herring and plaice the slope of the demand function is positive in 
the data interval investigated. Thus, the estimated demand system is not suitable 
for welfare analysis. 
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1. Introduction 

The valuation of environmental goods has theoretically had a dual develop-
ment. Two distinct schools, stated preferences and revealed preferences, can be 
precipitated (Tietenberg (2002) and Braden and Kolstad (1991)). These two 
schools have very different theoretical points of origin. The most common 
valuation method of especially environmental damages of non-market goods 
builds on stated preferences, where hypothetical bids of individuals are facilitat-
ing the valuation of non-market good carried out through questionnaeres. The 
most well known stated preference method is contingent valuation (Mitchell 
and Carson (1989) and Toivonen et al (2001)). Revealed preferences, on the 
other hand, is based on observed market behaviour (Bockstael and McConnel 
(1999)). An example of revealed preference methods is the hedonic method 
(embedded preferences), where the value of a property is embedded as in the 
normal consumer good and elicited through the marked behaviour of consum-
ers. For both distinct schools a common denominator is the estimation of con-
sumer’s surplus in order to obtain an estimate for the welfare gain or loss of 
changes in non-market natural resources. 
 
The present paper shows some problems, when demand systems are estimated 
for the purpose of estimating consumer’s surplus. The aim of the paper is to de-
velop a revealed preference model suitable for estimating the indirect benefit of 
fish purchase, credence parameters as quality, which might be internalised 
though labelling and environmental properties tied to fish caught. The demand 
system used is the inverse almost ideal demand system (IAIDS). It is shown 
that IAIDS is unsuitable for estimating consumer surplus. Traditionally IAIDS 
has been used for estimating price flexibilities in the point where a local second 
order approximation is conducted. However, when IAIDS is extended to wel-
fare analysis, the adding-up restriction and the fact that the demand system is 
based on a second-order approximation to the true demand system, gives the 
result that the demand curves may have a positive slope.2 The argument that 
                                                           

 

7

2  The normal procedure used when consumers surplus is calculated is to estimate a demand func-
tion and then take the integral of the estimated demand function in order to find consumers sur-



IAIDS is unsuitable for calculating consumers surplus applies to all area. How-
ever, we will illustrate the point by estimating demand curves for fish. In esti-
mating demand curves for fish, co-integration is used because data are non-
stationary. The use of co-integration to estimate parameters in IAIDS is a new 
research area and, therefore, this paper also contributes to the debate about es-
timating IAIDS systems. The argument that IAIDS can not be used for welfare 
analysis also apples to almost ideal demand systems (AIDS), because AIDS is 
also a second-order approximation to the true demand system. 
 
Traditionally there has been little differentiation in sea-food product markets. 
Consumers have largely been unable to exercise choice as to neither the loca-
tion nor the state of the fishery their seafood came from. Furthermore, it has not 
been possible to exercise choice regarding how the fish was caught because of 
lack of eco-labelling of fish. If credence parameters are introduced by establish-
ing standards for quality or eco-labelling, this development calls for rational 
considerations as to whether the welfare gains of consumers exceed the mar-
ginal cost of production and a cost incurred running a labelling scheme. For this 
purpose a market model for fish has to be established for estimating the welfare 
gains or/and losses of introducing sea-food labels. Here it is natural to depart 
from IAIDS. 
 
A true demand system in unrestricted form gets very complicated as a very high 
number of equations are involved. Therefore, a true demand system is almost 
impossible to estimate. To cope with these problems, the traditional method has 
been to approximate the true demand system with a second-order approxima-
tion and to make restrictions on the parameters in connection with the econo-
metric estimation (Deaton and Muellbauer (1980a) and (1980b)). This is ex-
actly the procedure in the IAIDS. Welfare analysis in its basic form has to sat-
isfy special requirements with regard to the demand system. To estimate con-
sumer’s surplus, a positive intercept and a global negative slope must be ob-
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plus. If consumers surplus for a price increase is to be calculated, positive sloped demand func-
tions causes problems. 



tained. In the present paper it is shown that IAIDS does not fulfil these condi-
tions. 
 
The paper is organised as follows. In section 2 a brief introduction to IAIDS is 
given, while an empirical example is presented in section 3. Section 4 con-
cludes the paper. 

2. IAIDS3 

The Almost Ideal Demand System (AIDS) (Deaton and Muellbauer (1980a) 
and (1980b)) has enjoyed great popularity in applied demand analysis. There 
are several advantages of this demand system. First, it is derived from a specific 
cost function and thus corresponds to a well defined preference structure. Sec-
ond, a property of AIDS is a consistent aggregation from micro to market level. 
Third, non-linear Engel curves are possible. Finally, the preferences can be 
thought of as a local second-order approximation of an unknown true prefer-
ence structure. 
 
Although AIDS has worked well in many applications, a critical assumption is 
that prices are predetermined at the market level. In the case of fisheries it is the 
quantity that is predetermined at market level due to the widespread application 
of quantitative regulations (Wilen (2000)). To analyse such cases Eales and 
Unnewehr (1994) suggest IAIDS. In this section the theory behind IAIDS is 
outlined. To recollect, the point of departure is the assumption about predeter-
mined prices at market level. This is a priori difficult to accept in a market of 
fish and fish products. Therefore, a dual representation of the cost functions is 
selected and this representation is known as the distance function, see Deaton 
(1979). A distance function is sketched in Figure 1. 
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3  The presentation of IAIDS is, as mentioned in the introduction, brief. Therefore, it is assumed 
that the reader has prior knowledge of demand systems. 



Figure 1: A distance function 
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In Figure 1, q1 is the quantity consumed of good 1 while q2 is the quantity con-
sumed of good 2. U0 is a pre-selected utility level. The distance function, D(U0, 
q), is defined as the amount by which all quantities must be changed propor-
tionally to obtain a given utility level. Thus, in Figure 1 D(U0, q) = 0B/0A. 
 
The IAIDS starts by specifying a distance function. The distance function must 
possess the following properties: 
 
1. It is linear homogeneous, concave and non-decreasing in quantities (Diewert 

(1982)). 
2. It is decreasing in utility (Diewert 1982). 
3. Differentiation with respect to quantities at optimum yields the compensated 

inverse demand function. 
 
Following the specification of the cost function in Deaton and Muellbauer 
(1980b), a logarithmic distance function may be specified as: 
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lna(q) and lnb(q) may also be specified in a way analogous to Deaton and 
Muellbauer (1980b): 
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By differentiating with respect to qi the budget shares, wi, may be found: 
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where γij = 0.5(γij* + γji*). 
 
Inversion of the distance function at optimum yields the direct utility function: 
 

)q(aln)q(bln
)q(aln)q(U

−
=  (6) 

 
(5) and (6) yields the IAIDS: 
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where 
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≠ = ≠

++=
ij

n

1i
jiij

ij
jj0 qlnqln5.0qlnQln γαα  (8) 

 
Eales and Unnewehr (1994) argues that (8) ought to be substituted by a Stone 
quantity index. If this is done, IAIDS may be written as: 
 

Qlnqlnw i
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≠

 (9) 

 
where Q is the Stone quantity index. Some authors have argued that Q ought to 
be substituted with other indices (Buse (1994)). However, irrespectively of 
which index is used, (9) causes problems for welfare measurement. The reason 
for this is that (9) is a second-order approximation to the true demand system 
even if other indices than the Stone index is used. 
 
However, a problem arises with (9). (9) may be written as: 
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Solving (12) for pi yields, the demand curve: 
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Differentiating (13) with respect to qi yields the slope of the demand function: 
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To interpretate (14) note that if , 

 and therefore, the slope of the demand function is 

positive. Contrary, if 0 , 
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the slope of the demand function is negative. Thus it is impossible on theoreti-
cal grounds a priori to determine the slope of the demand curve. This point is 
illustrated in Figure 2. 
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Figure 2: The demand curve in IAIDS  
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A 
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In Figure 2 the local approximation point is A. Around A, a second-order ap-
proximation to the true demand system is conducted. This means that the de-
mand function is approximated with a parable as drawn in Figure 2. A parable 
has a positive slope on some parts and a negative slope on other parts. This 
point is illustrated in (14). It is clear that the demand function in Figure 2 is un-
suitable for welfare analysis. To repeat, the distance function is based on a sec-
ond-order approximation around the optimal point only. The implication of this 
is that IAIDS is well suited for calculating flexibility in a point. But when the 
analysis is extended to calculating consumer surplus the extrapolation is done in 
this specific point. Therefore, the demand curve, due to the configuration of the 
demand system, may have a positive slope. In the next section this point is illus-
trated empirically in the case of fisheries.  

3. Empirical estimations 

The purpose of this section is to illustrate the theoretical finding, that IAIDS is 
not well suited for welfare analysis, with an empirical example. The fish market 
in Denmark is selected because harvest of fish is subject to quantitative regula-
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tion. Therefore, the natural choice of model specification is the IAIDS where 
quantities are pre-determined. 
 
In section 3.1. the data from which the estimations are performed is presented, 
while section 3.2. develop an estimation methodology. The results of the esti-
mations are presented in section 3.3. and section 3.4. discuss’ whether con-
sumer surplus can be calculated in the empirical example. The purpose of sec-
tion 3.1.-3.3. is to obtain estimates for the parameters in the theoretically IAIDS 
model. These parameters are then used to calculate the slope of the demand 
function in section 3.4. 

3.1. Data 

Time series on landed fish in Denmark are available for different fish species at 
first-hand market level from the Danish Directorate of Fisheries. Measured in 
value of landings, cod, herring and plaice are the most important fish species 
for human consumption and these species are, therefore, included in the analy-
sis. Cod, herring and plaice account for two-thirds of the total fish landing value 
in 2001 and a time series is available of these species quarterly for the period 
1986-2001. Summary statistics for the three species are presented in Table 1. 
 
Table 1: Data summary statistics, averages 
 

Quantity Price Market share  
/1,000 tonnes /dkr per kilo /% 

Plaice   7,619 5.48 0.19 
Cod 24,747 5.50 0.60 
Herring 41,180 1.39 0.21 
 
From Table 1 it appears that cod is the most important species covering 60% of 
the market, while the two other species are of almost equal importance. More-
over, it also appears that the average prices of cod and plaice are on the same 
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level, while the price on herring is lower. The development in landed quantities 
is shown in Figure 3. 
 
Figure 3: The composition of the landings (tonnes) 
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From Figure 3 it is seen that the landed quantities of cod, herring and plaice do 
not follow the same pattern over time. Landings of cod decrease from a high 
level due to over-exploitation of the cod stock while the herring landings in-
crease due to a gradual improvement in the herring stocks. Landings of plaice 
are relative constant, although weekly decreasing. 

3.2. Estimation methodology 
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From the description in Figure 1, it appears that the quantities of cod, herring 
and plaice followed either a downward or upward trend. Therefore, the data for 



quantities are probably non-stationary.4 Based on this fact and knowing that the 
time series for prices generally are non-stationary, estimation of IAIDS must be 
undertaken using Vector Auto Regressive (VAR) models. The reason for this is 
that traditional Seemingly Unrelated Regression (SUR) models might result in 
spurious correlations.5 Consequently, a VAR model is used for estimations. 
 
Moreover, since only three fish species are included in the analysis, weak sepa-
rability of parameters are implicitly assumed. The reason is that consumer deci-
sions can be considered a multistage decision process wherein the choice of fish 
species is the last decision. 
 
The methodology is developed on the basis of the existing literature where 
IAIDS is estimated (Eales and Unnewehr (1994) and Eales et al (1997). How-
ever, because only a few estimations of IAIDS are known and because these 
estimations are based on SUR models, the methodology is also based on the ex-
isting literature where AIDS systems is estimated. SUR models is applied to 
estimate AIDS in, for example, Deaton and Muellbauer (1980b), Hayes et al 
(1990) and Eales et al (1997), while VAR models is used in Lind (2002) and 
Kaabia and Gil (2001). In this section the methodology for using co-integration 
to estimate AIDS models is reviewed. However before that it is necessary to 
secure that all data are non-stationary and integrated of the same order (e.g. 
I(1)). 
 
Based on the I(1) nature of the data, the estimation of the IAIDS, as presented 
in (9), is performed in the following two steps. First, the number of co-
integrated relationship is determined using the procedure in Johansen (1988). 
Second, exact identifications and over-identification restrictions is introduced to 
ensure theoretical consistency.  
 
                                                           
4 A time series is non-stationary if it follows a trend. 
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5 In a VAR model the non-stationarity problem is solved because the model is based on a pre-
defined preference structure where all variables are endogenous, with exogenous variables be-
ing of the same lags. However, the model is due to this structure only applicable in the estima-
tion of systems with small number of variables. 



The procedure in Johansen (1988) is based on the following VAR model: 
 

t1t1kt1k1t1t XX...XX εµ∆Γ∆Γ∆ ++∏+++= −+−−−  (15) 
 
where: 
 

Xt is a column vector made up by the market shares of the products in-
cluded in the analysis, the natural logarithm of the quantities of these 
products and the Stone index. 

 
∏ is the long run solution to the VAR model and contains the possi-
ble co-integrating relations. 

 
The rank of determines the number of stationary linear combinations of the 
variables in X

∏

t. If the rank equals the number of variables which is 2n + 1, 
where n is the number of products, all variables are I(0) (stationary). Contrary, 
if the rank is zero, none of the variables are stationary. If the rank is less than n 
– 1, it is not possible to identify the exact nature of stationarity and IAIDS can 
not be estimated. However, if the rank is exactly n – 1, can be decomposed 
into 

∏

'αβ , where β contains the co-integrating vectors. This implies that IAIDS 
can be identified by imposing restrictions. If the rank is between n and 2n + 1, 
the same procedure can be used, but now the restrictions remove over-
identification. 
 
From (15) it appears that the constant is restricted to the co-integration space. 
The Johansen test can be used to test for the number of co-integrating vectors. 
In this test, the null hypothesis is that there are up to a given number of co-
integrating vectors, whereas the alternative hypothesis is that there is exactly 
one more co-integrating vector. 
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Based on the chosen rank the exact identification restrictions and the over-
identification restrictions can be imposed and tested using the Likehood Ratio 
test of restrictions imposed on β . 
Following Pesaran and Shin (1999) the exact identification restrictions, given 
the rank n – 1, is the removal of other market shares from the two co-integration 
vectors as well as normalisation. The exact identification restriction in the case 
that is analysed in this paper is: 
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Following Kaabia and Gil (2000), the exact identification restrictions, given a 
rank of n or more, is the removal of other market shares from the two first co-
integration vectors as well as normalisation. In addition, zero restrictions are 
imposed on all market shares and the Stone index in the third co-integrating 
vector, in order to remove interference in the system from this co-integrating 
vector. Thereby, the exact identification restrictions are: 
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Provided that the rank is larger than or equal to n but less that 2n – 1, the β  vec-
tor would consist of one more co-integration vector for each rank and the forth 
and fifth row in β would be the last row in (17). 
 
(16) and (17) are, however, only exact identification restrictions, which has to 
be imposed together with the over-identification restrictions which are intro-
duced to ensure theoretical consistency of the IAIDS model. The over-
identification restrictions are: 
 
Adding up 1

i i =∑α 0
i ij =∑γ  (18) 

Homogeneity ∑ 0
j ij =γ  (19) 

Symmetry jiij γγ =  (20) 
 
The three restrictions implies that (9) represents a system of inverse demand 
functions which add up to total expenditures ((18)), are homogeneous of the 
degree of zero in quantities ((19)) and have symmetric cross effects ((20)).  
 
Testing whether a model with both exact identification and over-identification 
form a better model than a model without both restrictions, can be performed by 
examining whether imposing the restrictions makeβ Xt  stationary. 

3.3. Results 

Based on the above methodology, tests for non-stationarity is undertaken, the 
Johansen co-integration rank test is performed and the IAIDS is estimated with 
the restrictions imposed, given the rank determined. Tests for non-stationarity 
are performed in order to secure that all data series are integrated of the same 
order. Two tests are performed, one excluding and one including a trend. More-
over, tests are performed in both levels and differences. Test results are pre-
sented in Table 2. 
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Table 2: Unit root tests in real terms 
 

H0 of non-stationarity in price 
levels1 

H -0 of non-stationarity in price dif
ferences1 

 

ADF without 
trend 

ADF with trend ADF without 
trend 

ADF with trend 

Quantity     
Herring -1.90 (3) -1.87 (3) -15.08 (2) -15.02 (2) 
Plaice -1.93 (3) -1.52 (3) -20.62 (2) -20.88 (2) 
Cod -1.07 (4) -2.28 (4)   -5.27 (3)   -5.23 (3) 
     
Share     
Herring -1.52 (4) -2.67 (4)   -3.38 (3)   -3.44 (3) 
Plaice -2.59 (4) -3.38 (4)   -5.35 (3)   -5.30 (3) 
Cod -1.96 (4) -2.25 (4)   -4.16 (3)   -4.18 (3) 
     
Stone 
Index 

-1.85 (4) -2.95 (4)   -5.53 (3)   -5.50 (3) 

     
Note 1. Critical values are known from MacKinnon (1991) and are with constant but 

without trend –3.43/-2.86/-2.57 respectively at 99%, 95% and 90% levels 
and are with constant and trend –3.96/-3.41/-3.13 respectively at 99%, 95% 
and 90% levels. 

 
In Table 2 the results of the Dickey-Fuller tests with lags chosen according to 
the AIC criteria in real terms are reported. As shown, all data series are non-
stationary, but stationary in first differences. It also appears that the null hy-
pothesis of a constant and a trend in the data are accepted in levels and rejected 
in first differences. Thereby, all data series appear I(1) and further analysis can 
be performed. 
 
Based on the result that all variables with critical values are I(1), the estimation 
of IAIDS is undertaken as a search procedure. First, models with the constant 
restricted to the co-integration space and without misspecification problems are 
identified among eighteen models. The eighteen models have two, three and 
four lags, with and without three centred seasonal dummies and wh, wp and wc 
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included. Misspecification tests for autocorrelation, normality and autoregres-
sive conditional heteroscedasticity are performed. In eight of the eighteen mod-
els no sign of misspecification on a five percent level appear, increasing to 
eleven when accepting a three percent level. For the eleven models, the 
Johansen test is used to determine the number of co-integrating relations, which 
in all cases are found to be two or three as required for further IAIDS estima-
tion. 
 
Among the eleven models the model that gives the most reasonable price and 
scale flexibilities is chosen. The first criteria requires the compensated own 
price flexibility to be negative. The second criteria express the scale flexibility 
in the range of zero to minus one. None of the models were reasonable in rela-
tion to both criteria. Therefore, the model with reasonable own price flexibil-
ities was chosen. The result of the Johansen test for the chosen model is pre-
sented in Table 3. 
 
Table 3: Multivariate Johansen Test - market shares of plaice and herring,
 quantities of plaice, herring and cod and Stones Index  
 
Model H0: rank=p Eigenvalues Trace Test C90% 

Period = 1986.1-2001.4 p=0 0.52 117.68* 97.17 

Lag = 4 p<=1 0.47 74.07*** 71.66 
64 observations p<=2 0.21 36.27 49.92 
 p<=3 0.17 22.30 31.88 
 p<=4 0.13 11.03 17.79 
 p<=5 0.04   2.49   7.50 
     
Note: */*** = significance at 1 and 10 percent levels, respectively. 
 
From Table 3 it is seen that the rank is two at a 10 % level. On the basis of two 
co-integration relations, the exact identification and over-identification restric-
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tions ((16) and (18)-(20)) are imposed and tested simultaneously. The LR test 
statistics was 56.93, clearly rejecting the restrictions. The test was also under-
taken excluding the symmetry restriction. Now the LR test statistics was 27.65, 
again rejecting the restrictions. Therefore, the data does not support the restric-
tions. Eales and Unnewehr (1994) and Eales et al (1997) have also imposed the 
restrictions in IAIDS, but not tested these restrictions. In estimating AIDS, 
Hayes et al (1990), Lind (2000) and Kaabia and Gil (2001) have tested and ac-
cepted homogeneity and symmetry. However, despite the fact that homogeneity 
and symmetry is rejected in this paper, the assumptions are maintained due to 
their theoretical properties. Otherwise, the IAIDS system would not be mean-
ingful. 
 
The parameters of the β vector are: 
 









−−−

−−−
=

535.2038.1150.0120.0029.010
324.0292.0097.0029.0126.001

X' tβ  (21) 

 
The first row is the parameter estimates for plaice, while the second row is the 
parameter estimates for herring. Based on symmetry, homogeneity and adding-
up the parameters for cod may be found. However, for the purpose of highlight-
ing whether IAIDS can be used for welfare estimation it is sufficient to calcu-
late the intercept. Based on adding-up the intercept for the cod demand function 
is – 1.859.  
 
In the next section the estimated parameters are used to show whether IAIDS 
can be used for calculating consumer surplus. 

3.4. Welfare measurement 

The usefulness of IAIDS for welfare measurement is analysed in this section. 
For the cod market IAIDS can not be used for measuring consumer surplus be-
cause the intercept is negative. Thus, as a consequence of adding-up IAIDS 
may be unsuitable for measuring welfare. 
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For the herring and plaice market, the slope of the demand curve can be calcu-
lated ((14)).6 In calculating the slope of the demand function for herring and 
plaice, it is chosen to insert actual values for the Stone Index and the quantities 
for other species. If consumer surplus is going to be calculated in a given year, 
actual values for the involved variables must be inserted in the estimated de-
mand function ((21)). In calculating the slope of the demand function for plaice, 
the first row in (21) is used, while the second row in (21) is used when the slope 
is calculated for herring. It is chosen to present the slopes as a function of the 
quantities. By presenting the results in this way, the original demand curve can 
be analysed. The slope of the demand function for plaice is shown in Figure 4, 
while Figure 5 presents the slope of the demand function for herring. 
 
Figure 4: The slope of the demand function for plaice 
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6 An alternative is to draw the actual demand curve. However, the actual demand curve is al-

ready drawn in Figure 2, so it is chosen to calculate the slopes. 



Figure 5: The slope of the demand function for herring 
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From Figure 4 and 5 it is seen that the slopes of the demand functions follow 
exactly the same pattern for plaice and herring. The slopes are positive and de-
creasing in quantities. The implication of a positive slope is that IAIDS is not 
well suited for calculating consumer surplus. Calculating welfare on a demand 
curve with a positive slope simply gives no meaning. 
 
In section 2 it was mentioned that the true demand curve was locally approxi-
mated with a second-order equation. This implies, as sketched in Figure 2, that 
a parable represents the demand function and this fact explains the decreasing 
slope. An implication of this is that negative price flexibilities may be obtained 
even if the demand function has a positive slope. This would occur if the local 
approximation point (the point where the flexibilities are calculated) lies in the 
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negative sloped part of the parable. However, despite this fact, the conclusion is 
that IAIDS is not well suited for welfare measurement because the demand 
curve may have a positive slope.  

4. Conclusion 

In this paper it has been analysed whether IAIDS can be used for measuring 
consumer surplus. Based on theoretical arguments and on a case study where 
IAIDS has been estimated for three species of fish (cod, plaice and herring) it 
has been shown that in calculating welfare of a good, IAIDS is not well suited. 
For one species a negative intercept is obtained, while a positive slope of the 
demand curve is obtained for the two other species. 
 
Despite the fact that IAIDS can not be used for welfare measurement, IAIDS 
can still be used for calculating flexibilities. The reason is that IAIDS is a local 
second-order approximation to the true demand curve. When flexibilities are 
calculated, the analysis is restricted to the local approximation point, which is in 
the area where the demand curve has a negative slope. However, when the 
analysis is extended away from the local approximation point, as when welfare 
is calculated, the demand curve may have a positive slope. The reason for this is 
that IAIDS is a second-order approximation to the true demand function. In es-
timating IAIDS, adding-up, symmetry and homogeneity are imposed as restric-
tions in order to secure theoretical consistency. If IAIDS is to be used for wel-
fare measurement two additional restrictions must be added. First, it must be 
required that the demand curves have positive intercepts. Second, a global 
negative slope must be ensured. 
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Traditionally, IAIDS has been estimated with SUR models. However, a new 
development in the AIDS literature is to use co-integration to estimate demand 
parameters. Co-integration departs from an assumption that the involved vari-
ables are non-stationary and with co-integration it is possible to test the theo-
retical restrictions. In this paper co-integration is used, which makes the paper a 
novel contribution to the estimation of IAIDS systems. 



5. References 

[1] Bockstael, N.E., and Kenneth E McConnell, The Behavioral Basis of Non-
Market Valuation (1999) in Valuing Recreation and the Environment, Re-
vealed Preference Methods in Theory and Practice (Ed. Joseph A. Herriges 
and Catherine L. Kling), Edward Elgar, UK. 

 
[2] Braden, J.B. and Kolstad, C.D.(1991), Measuring the Demand for Envi-

ronmental Quality, North Holland: Amsterdam. 
 
[3] Buse, A (1994), Evaluating the Linearized Almost Ideal Demand System, 

American Journal of Agriculatural Economics, 76, pp. 781-793. 
 
[4] Deaton, A. (1979), The distance function in consumer behaviour with 

applications to index numbers and optimal taxation, Review of Economic 
Studies, 46, 391-405. 

 
[5] Deaton, A. and Muellbauer, J. (1980a), Economics and consumer behav-

iour, Cambridge University Press. 
 
[6] Deaton, A. and Muellbauer, J. (1980b), An Almost Ideal Demand System, 

The American Economic Review, 70 (3), 312-26. 
 
[7] Diewert, W. E. (1982), Duality approaches to microeconomic theory, in: 

K. J. Arrow and M. D. Intriligator, eds., Handbook of mathematical eco-
nomics, vol. II (Elsevier Science Publishers B. V., Amsterdam).  

 
[8] Eales, J. S. and Unnevehr, L. J. (1994), The inverse almost ideal demand 

system, European Economic Review, 38, 101-15.  
 
[9] Eales, J. S., Durham, C. and Wessells, C. R. (1997), Generalised Models of 

Japanese Demand for Fish, American Journal of Agricultural Economics, 
79, 1153-63.  

 

27



[10] Hayes, D. J., Wahl, T. I. and Williams G. (1990), Testing Restrictions on a 
Model of Japanese Meat Demand, American Journal of Agricultural Eco-
nomics, 72, 556-66. 

 
[11] Kaabia, M. B. and Gil, J. M. (2001), Estimation and inference in cointe-

grated demand systems: an application to Tunisian meat consumption, 
European Review of Agricultural Economics, 28 (3), 349-70.  

 
[12] Lind, K. M. (2000), Consumer Demand in a Developing Country with Spe-

cial Regard to Food – The Case of India, Working paper no. 11 from the 
Danish Institute of Agricultural and Fisheries Economics. 

 
[13] McKinnon, J.G. (1991), Critical Values for Co-integration Tests, in Engle, 

R.F. and Granger, C.W.J., Long-Run Economic Relationships, pp 267-76, 
Oxford University Press: Oxford. 

 
[14] Mitchell, R.C. and Carson, R.T. 1989. Using surveys to value public 

goods: the contingent valuation method. Resources for the Future, Wash-
ington, D. C., 463 pp. ISBN 0-915707-32-2. 

 
[15] Pesaran, M. H. and Shin, Y. (1999), Long-run structural modelling, DAE 

Working Papers no. 9419, University of Cambridge. 
 
[16] Tietenberg, T (2003), Environmental and Natural Resource Economics, 

Addíson Wesley: Boston. 
 
[17] Toivonen, A.-L., Appelblad, H., Bengtsson, B., Geertz-Hansen, P., Gud-

bergsson, G., Kristofersson, D., Kyrkjebφ, H., Navrud, S., Roth, E., Tuuna-
inen, P., and Weissglas, G. 2000. Economic value of recreational fisheries 
in the Nordic countries. Nordic Council of Ministers, TemaNord 2000:604, 
71 pp. 

 

28



[18] Wilen, J. E. (2000), Renewable Resource Economists and Policy: What 
differences have we made?, Journal of Environmental Economics and 
Management, 39, 306-327. 

 

29



Department of Environmental and Business Economics 
Institut for Miljø- og Erhvervsøkonomi (IME) 

 
 

IME WORKING PAPERS 
 

ISSN: 1399-3224 
 
 

Issued working papers from IME 
Udgivne arbejdspapirer fra IME 
No.   
1/99 Frank Jensen 

Niels Vestergaard 
Hans Frost 

Asymmetrisk information og regulering af 
forurening 

2/99 Finn Olesen Monetær integration i EU 
3/99 Frank Jensen 

Niels Vestergaard 
Regulation of Renewable Resources in Fed-
eral Systems: The Case of Fishery in the EU 

4/99 Villy Søgaard The Development of Organic Farming in 
Europe 

5/99 Teit Lüthje 
Finn Olesen 

EU som handelsskabende faktor? 

6/99 Carsten Lynge Jensen A Critical Review of the Common Fisheries 
Policy 

7/00 Carsten Lynge Jensen Output Substitution in a Regulated Fishery 

8/00 Finn Olesen Jørgen Henrik Gelting – En betydende dansk 
keynesianer 

9/00 Frank Jensen 
Niels Vestergaard 

Moral Hazard Problems in Fisheries Regula-
tion: The Case of Illegal Landings 

10/00 Finn Olesen Moral, etik og økonomi 
11/00 Birgit Nahrstedt Legal Aspect of Border Commuting in the 

Danish-German Border Region 
12/00 Finn Olesen Om Økonomi, matematik og videnskabelighed 

- et bud på provokation 

 

30



13/00 Finn Olesen 
Jørgen Drud Hansen 

European Integration: Some stylised facts 

14/01 Lone Grønbæk Fishery Economics and Game Theory 
15/01 Finn Olesen Jørgen Pedersen on fiscal policy - A note 
16/01 Frank Jensen A Critical Review of the Fisheries Policy: 

Total Allowable Catches and Rations for 
Cod in the North Sea 

17/01 Urs Steiner Brandt Are uniform solutions focal? The case of 
international environmental agreements 

18/01 Urs Steiner Brandt Group Uniform Solutions 
19/01 Frank Jensen Prices versus Quantities for Common Pool 

Resources 
20/01 Urs Steiner Brandt Uniform Reductions are not that Bad 
21/01 Finn Olesen 

Frank Jensen 
A note on Marx 

22/01 Urs Steiner Brandt 
Gert Tinggaard Svendsen 

Hot air in Kyoto, cold air in The Hague 

23/01 Finn Olesen Den marginalistiske revolution: En dansk 
spire der ikke slog rod? 

24/01 Tommy Poulsen Skattekonkurrence og EU's skattestruktur 
25/01 Knud Sinding Environmental Management Systems as 

Sources of Competitive Advantage 
26/01 Finn Olesen On Machinery. Tog Ricardo fejl? 
27/01 Finn Olesen Ernst Brandes: Samfundsspørgsmaal - en 

kritik af Malthus og Ricardo 
28/01 Henrik Herlau 

Helge Tetzschner 
Securing Knowledge Assets in the Early 
Phase of Innovation 

29/02 Finn Olesen Økonomisk teorihistorie 
Overflødig information eller brugbar bal-
last? 

30/02 Finn Olesen Om god økonomisk metode 
– beskrivelse af et lukket eller et åbent so-
cialt system? 

31/02 Lone Grønbæk Kronbak The Dynamics of an Open Access: The case 
of the Baltic Sea Cod Fishery - A Strategic 
Approach - 

 

31



32/02 Niels Vestergaard 
Dale Squires 
Frank Jensen 
Jesper Levring Andersen 

Technical Efficiency of the Danish Trawl 
fleet: Are the Industrial Vessels Better 
Than Others? 

33/02 Birgit Nahrstedt 
Henning P. Jørgensen 
Ayoe Hoff 

Estimation of Production Functions on 
Fishery: A Danish Survey 

34/02 Hans Jørgen Skriver Organisationskulturens betydning for vi-
densdelingen mellem daginstitutionsledere 
i Varde Kommune 

35/02 Urs Steiner Brandt 
Gert Tinggaard Svendsen 

Rent-seeking and grandfathering: The case 
of GHG trade in the EU 

36/02 Philip Peck 
Knud Sinding 

Environmental and Social Disclosure and 
Data-Richness in the Mining Industry 

37/03 Urs Steiner Brandt 
Gert Tinggaard Svendsen 

Fighting windmills? EU industrial interests 
and global climate negotiations 

38/03 Finn Olesen Ivar Jantzen – ingeniøren, som beskæftige-
de sig med økonomi 

39/03 Finn Olesen Jens Warming: den miskendte økonom 
40/03 Urs Steiner Brandt Unilateral actions, the case of interna-

tional environmental problems 
41/03 Finn Olesen Isi Grünbaum: den politiske økonom 
42/03 Urs Steiner Brandt 

Gert Tinggaard Svendsen 
Hot Air as an Implicit Side Payment Ar-
rangement: Could a Hot Air Provision 
have Saved the Kyoto-Agreement? 

43/03 
 

Frank Jensen 
Max Nielsen 
Eva Roth 

Application of the Inverse Almost Ideal 
Demand System to Welfare Analysis 

 
 

 

32


