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Abstract 
Sickness absence is a problem with considerable economic dimensions.  About 4% of the total annual 

working days are lost due to absence.  Therefore, ways to reduce absence are eagerly sought.  In a Danish 

context employer paid insurance is but one example. The tax exempt status of this type of voluntary 

duplicate health insurance has been argued by reference to the potential for reducing long term sickness 

absence.  However, nationally and internationally there is no evidence about this.  The present paper 

analyzes this theoretically and empirically.  A simple model for „demand‟ for sickness absence in the 

Grossman-tradition is used.  Empirically, two recent survey data sets are used.  The determinants of absence 

are analyzed using quantile regression in order to look at the extreme parts of the conditional distribution, 

e.g. 90% og 95% for long term absence. No significant results are found on the absence reducing property of 

health insurance.  A two component („short‟ and „long‟ term absence) finite mixture model is also applied 

with the same result. The problems with a causal interpretation of regression analyses may (partly) be 

circumvented by using (correctly specified) propensity scores and matching estimators. Regression analysis 

and propensity score, however, share the same challenge: Both are based on selection based on observables.   

Using the matching estimator approach there are no signs of a treatment effect of health insurance using the 

presenteeism data set, while there is evidence using the health insurance data set.  However, the specification 

of the propensity score for the latter is not as exhaustive as for presenteeism data set, and in some cases there 

are statistically significant differences for some control variables after matching.  

JEL: J22, I12 

Keywords: absenteeism, voluntary health insurance 



4 

 

IntroductionI 

When the current Danish legislation on employer paid health insurance for employees was enacted 

mid 2002, one of the main arguments for tax exemption of this particular employee benefit
II
 was 

that it was expected that it would reduce long term sickness absence
III

. One of the government‟s 

supporting arguments for the legislation went as follows: “… it is an advantage for the employer, 

who will see reduced sickness absence and faster return to work, hence avoiding costs of both 

economic and organizational nature associated with long term employee absence”
1
.   

There is no tradition for providing empirical evidence for such (political) statements.  It is either 

„common belief‟ or a politically expedient type of argument. However, post festum of enactment it 

is always of interest to investigate empirically whether the claims hold up to scrutiny.  The present 

work is such an analysis based on two available data sources
IV

.   

It is obvious that evidence on this type of effect of voluntary duplicate (VD) health insurance
V
 is 

relevant not only for policy purposes but also in general in relation to the empirical literature on the 

effects of VD health insurance. A quick perusal of the existing theoretical and empirical literature 

reveals very few studies on the effect on sickness absence – in reality only a Danish study and a 

working paper draft
4, 5

 along with a working paper from 1985 co-authored by the present author
70

. It 

is important to stress that the focus here is on VD health insurance and sickness absence, and not 

the effects of various kinds of sickness absence insurance on the absence rate.  Most of the 

                                                           
I
 Funding from Helsefonden for data collection is gratefully acknowledged. Jacob Nielsen Arendt and Astrid Kiil, 

University of Southern Denmark, have provided good, concise, and very useful comments. They also were partners in 

the health insurance survey, one of the data sources used in the present paper.  Useful comments have been received 

from Lars Skipper, discussant at a seminar organized by the Danish Insurance Association and from Nabanita Datta 

Gupta, discussant, at the annual 2011 meeting of the Forum for Danish Health Economists. Comments from participants 

at an in-house departmental seminar are also acknowledged.  

II
  In Denmark most employer provided fringe benefits, e.g. „free telephone‟ or „free company car‟, are subject to income 

taxation based on an imputed value of the fringe benefit in question. Thus, somewhat unusual the employer paid health 

insurance was exempted provided that all employees of a company were offered the insurance.  

III
 See table A, appendix I, for stated reasons for holding health insurance among insured employees.  Reduction of 

sickness absence was at the top of the list. 

IV
 Recently the National Audit Office/GAO (Rigsrevisionen) has asked the Ministry of Health to document the effect of 

employers paid health insurance on the waiting time for treatment.  This was another of the arguments for tax 

exemption.   

V
 In the health insurance literature is common to distinguish between complementary, supplementary or duplicate health 

insurance in relation to the tax-financed system
2, 3

:  1. Complementary voluntary private health insurance covers co-

payments for treatments that are only partly covered by the tax-financed health care system. 2. Supplementary voluntary 

private health insurance covers treatments that are excluded from the tax-financed health care system. 3. Duplicate 

voluntary private health insurance covers diagnostics and elective surgery at private hospitals and for instance 

physiotherapy or office visits to medical specialists. – services that are also provided by the tax-financed public health 

care system.  
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economic literature on sickness absence is about the latter issue, and hence the effect on sickness 

absence of degree of economic compensation.   

The aims of the present study are, first of all, to estimate the possible effect of health insurance on 

sickness absence, both short term (one to several days of sporadic absence during the year) and long 

term (spells of  >15 consecutive days of absence)
VI

, secondly, as a necessary prerequisite for the 

first question, to survey briefly the relevant (economic) literature and development of a model. 

The remainder of this paper is organized as follows.  In the background section the Danish situation 

as regards sickness absence and health insurance is briefly sketched.  This is followed by a section 

on theoretical background in which a simple model for „demand‟ for absence is presented. This is 

followed by a description of the data and a section with a few descriptive results.  The statistical 

analysis consist of a section where quantile regression is used to study the whole (conditional) dis-

tribution of sickness absence to distinguish effects on short- and long-term absence – apparently the 

first use of this approach in sickness absence research - and a section with propensity score and 

matching estimators to estimate mean effects and in an attempt to get closer to a causal interpre-

tation of health insurance‟s possible influence on sickness absence. The closing section provides a 

discussion of results and perspectives.  

Background 

Many working days are lost due to sickness absence. The official Danish statistics are shown in 

figure 1 based on employer-reported absence information.  According to these numbers more than 

4% of the total number of annual working days is lost in this way – with considerable variation 

across sectors of the economy. Measured in absolute number of days the average across the sectors 

is between 9.5 to 10.2 days per employee
6
. 

For long term sickness absence the public sector pays compensation to employers. For most occu-

pational groups compensation is a relatively small fraction of the actual wages. „Long term absence‟ 

is defined in the relevant legislation
VII

.  As of April 2007 the period was changed from 14 to 15 

days of absence, and as of July 2
nd

 2008 the period was extended to.21 days.  This means that for 

the first 14 (15) days and from mid 2008 the first 21 days of absence, including week-ends, the 

employer pays for sickness absence (essentially full pay). After this period the employer receives 

compensation from the public sector   

 

                                                           
VI

 In the (epidemiological) literature there is no established definition of „long term‟ absence.  In the present context the 

term normally refers to the definition used in the legislation underlying sickness absence compensation. 

VII
 The act on sickness compensation (Sygedagpengeloven, lov nr 563 af 09/06/2006 with subsequent changes).  See 

Johansen et al
7
 for legislative changes and sickness absence philosophy in Denmark since 1973. 
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Figure 1:  Percentage and absolute number of annual working days lost due to sickness 

absence. 

   

Source:  Statistics Denmark
6
. 

Figure 2: Amount of public sickness compensation, billion Dkr. 1 € = 7.50 Dkr.; Source:
6
 

 

(administered by the municipalities). Most often the employer tops this compensation so that the 

sick listed employee receive full pay. However, the rules and practices concerning this vary by 

union contracting domain and by company. There is no calculation available showing the total costs 

of short and long term sickness absence, but the public costs of sickness compensation are shown in 

figure 2.  

The Danish absence percentage, cf. figure 1, is relatively low compared to other countries8, despite 

what internationally may be considered high Danish compensations rates, i.e. essentially full pay for 

at least the first 21 days and often also after this period. 

Over the past decade there has been increasing interest in trying to decrease sickness absence, and 

in particular long term absence
9-13

.  There are several reasons for this.  First and foremost, with a 

decreasing workforce – and until late 2008 a record low unemployment rate – one way of increasing 
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the number of working days available in the economy is to decrease sickness absence.  As an 

example:  the long term sick listed at any one time make up 7-8% of the working force, and if con-

verted to full time equivalents, FTEs, it is around 90,000 FTEs – which in 2007 and the first part of 

the 2008 was more than the number of unemployed
11

.  Thirdly, it turns out that being long term sick 

listed increases the risk of deroute in the sense it may be the beginning of the path towards disability 

pension. For instance, only 25% of persons who have been sick listed for more than one year return 

to work, while 90% of those who have been sick listed for less than six months return to work
11

.  

It is increasingly realized that active and early follow-up of long term sick listed employees is 

important in order to avoid not only keeping them in the sick role but also to prepare them – if 

possible – for return to active work.  The question, however, is what type of intervention is relevant 

and needed?  There is emerging evidence that well-coordinated and timely support from health and 

social services is important and may shorten the period of sickness absence
11, 14, 15

. 

A Swedish report on sickness absence noted that a crucial factor in early/earlier  return to work was 

better and efficient cooperation between primary health care and social care.
16

. 

 

OECD recently published a synthesis of findings across OECD countries, including Denmark, and 

noted that “in particular, it is essential to better direct the actions of general practitioners by 

emphasizing the value and possibility of work at an early stage, and then to keep the sickness 

absence period as short as possible …”17
  

 

In other words there is some, but in no way overwhelming or convincing evidence that timely/fast 

access to and use of health care is important in order to decrease (long term) sickness absence. Or 

put negatively: Unnecessary waiting time for treatment may be a barrier to early return.   

It seems intuitively correct that sickness absence not only in many cases leads to utilization of 

health services, but that use of services also most likely ought to shorten the period of absence 

compared to, ceteris paribus, identical persons not using  health services or use of services with 

some delay (waiting time).  However, whether it happens simultaneously or time-lagged is unclear. 

For this paper it has only been possible to identify three studies looking at this rather obvious 

relationship between use of health services and sickness absence in the rather voluminous literature 

on sickness absence
18-20

, and of which only one
20

, not yet published in a scientific journal, is 

directly relevant here. In that study it was concluded that almost all waiting for health care had a 

statistically significant impact on the duration of sick leave.  However, there is no available 

evidence on which type of health care is the most relevant, e.g. consultation with an occupational 

physician, GP, or physiotherapy.  Among other things this obviously depends on the nature of the 

illness underlying the sickness absence.   

In a Danish context – but not internationally – there has been discussion of the effect of health 

insurance on sickness absence – triggered by the issues mentioned in the introductory section and in 
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particular the separate issue of justifying the tax exemption by trying to document public savings on 

sickness compensation to long-term sick listed
VIII

.   

At the outset it is obvious that health insurance per se does not influence the length of sickness 

absence.  Rather, at best health insurance is an „enabler‟ – possibly enabling faster access to 

(private) health care than is the case for non-holders of health insurance. This raises a double issue: 

is health insurance put to actual use in case of sickness absence, and is the privately provided health 

care received more timely and better coordinated than health care used by non-insured? 

Two analyses have addressed the relationship between health insurance and (long) term sickness 

absence
4, 21

.  DSI found no difference between health insurance holders and non-holders regarding 

sickness absence based on the 2005 version of the SUSY-survey (national survey of illness, 

absence, health status, health behavior etc.) whereas Borchsenius and Hansen based on register data 

on compensation for long term absence linked with insurance data using propensity score and 

matching estimators found a significant and considerable decreasing effect on long-term absence for 

insurance holders compared to non-holders.  

However, in none of the analyses was the logical question of why having health insurance per se 

should influence sickness absence addressed.  It seems quite clear, as noted earlier, that the real 

underlying issue must be to what extent the insurance has been used to gain access to and use of 

health services and whether this use was linked to a spell of sickness absence.  

However, not only are there other „interventions‟ than health insurance and/or health care available 

to decrease short or long-term sickness absence, e.g. stress management
22

, cognitive therapy
23, 24

 or 

active involvement of the employer
25, 26

, but there is also a host of other determinants of (long term) 

sickness absence than access to and use of health care services, e.g. a social gradient, work and 

environment – and at least for short term absence - most likely more important than health care.  A 

considerable Danish literature on risk factors for long-term sickness absence has been published 

over the past decade
27-36

. Similarly there are a few works on the effect of health behavior, e.g. 

exercise, smoking, and alcohol consumption on long term sickness absence
37

 or work place design, 

e.g. changing work environment, to prevent sickness absence This literature is relevant in the sense 

that if one wants to isolate the effect of use of health services in general or use of specific health 

services on length of sickness absence, one needs to control statistically for work environment, 

social gradient variables, and the like that may jointly determine both sickness absence and health 

service use.  

. 

                                                           
VIII

 Whether this is a valid and general argument in favor of tax exemption is a separate issue not discussed here.  
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Theoretical framework 

In the epidemiological literature there is an amazing lack of a theoretical framework for under-

standing and analyzing sickness absence.  For an exception see Labriola
38

.  Much of the literature 

must be classified as exploratory building on and consolidating earlier results. Some empirical clear 

results are emerging, however, i.e. the effect of work environment, type of work, and social gradient 

variables are important.  The situation in the economic literature is somewhat better concerning 

theoretical framework. 

In the first review of the economics of absence
39

 from 1996 Brown and Sessions noted that the area 

was underdeveloped relative to other areas of labor economics.  They went on and noted that in the 

models of absenteeism based on the traditional static neoclassical labor supply theory (work – 

leisure choice) absenteeism essentially was based on the premise that it arises not because the 

individual is unable to work, but because he/she chooses not to, i.e. absence is voluntary and due to 

an attempt to adjust, if possible, to a utility maximizing position
IX

.  It is a striking weakness as of 

1996 that theoretical models of labor supply ignored health status of the individual
X
 - and for that 

matter other determinants of sickness absence.  Empirical works by economists is not always based 

on an explicit theory or, if the case, standard labor supply theory, e.g. Allen‟s 1981 classic
40

. The 

model does not include health status
XI

.  In Allen‟s empirical work, he, however, included indicators 

of health/ill health or indicators of harmful health effect, e.g. „dangerous work place‟.  

Over the past 10 years much progress has been made in the economics of absence.  As is to be 

expected much of the literature focuses on the effect of economic incentives, i.e. either within an 

efficiency wage
XII

 framework or focusing on the payment/remunerations structure and/or degree of 

compensation in case of sickness absence – and hence within the traditional choice framework – 

disregarding for instance accidents at work and the like (involuntary absence): “The analysis of 

                                                           
IX

 Allen illustrates this clearly:  “When a worker contracts for more than his desired hours given w, he retains an 

incentive to consume more leisure. One way of doing this is to be absent from work.” (p. 78)
40

.  Economists are 

amazingly naïve – with greater faith in models than „real world‟ observation. 
X
 The earliest exception is probably Barmby

41
 who in an attempt to move away from the supply-orientation introduced 

employer monitoring of effort, and hence absenteeism/shirking.  To this end he introduced asymmetric information 

regarding the health status of the employee. 

XI
 In a 1985 working paper

70 
 we developed a model based on Becker‟s allocation of time model

48
 and used an  elaborate 

set of health status variables in the empirical estimation of the model – at the time, the most exhaustive set available 

anywhere  - and found that the inclusion of health status very much influenced the estimation results.  

XII
 For the sake of clarity, following the New Palgrave Dictionary of Economics „efficiency wages‟ is a term used to 

express the idea that labor costs can be described in terms of efficiency units of labor rather than in terms of hours 

worked, and that wages affect the performance of workers. The incentive effects of wages stem from the effect of the 

level of compensation on the cost to the worker of being fired. Thus, wages above the market clearing level will 

increase effort, decrease employee theft, decrease absenteeism, and decrease quits.  – The classic article is the 1984 

shirking model by Shapiro and Stiglitz
42

 where the problem is posed in terms of moral hazard.  In these models absence 

is supposed to reveal the employee‟s level of effort.  
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sickness absence is placed firmly in the agenda of economics by the idea that sickness absence rates 

are the consequence of choices that can be mediated by economic (and other) incentives.”
43

 

The theoretical models can be grouped into three main (somewhat overlapping) groups following 

Chatterji and Tilley
44

.  1 The supply side approach,  2. The efficiency wage approach and 3.  The 

contract approach.  The latest addition is a model type based on the health capital/production of 

health.  

The labor supply approach has already been outlined above.  The main point is that sickness 

absence modeled within the work-leisure framework is a choice variable, in part due to working 

hours being fixed exogenously, e.g. through union contracts. If more leisure is desired this is done 

through sickness absence meaning that absence is shirking and not rooted in underlying health 

problems or accidents at work. As noted, Allen was one of the first to use this modeling approach
40

. 

Barmy et al
41

 were among the first to recognize that employees may be absent with or without good 

cause.  They used the efficiency wage approach, see footnote XI, whereby, among other things, the 

actions of the employer could be modeled. A more recent example of the wage efficiency approach 

is the work by Ose
45

.  In her model she tries to separate the effects of voluntary absence and 

absence related to ill health, where health effects are assumed to be tied to working conditions  At 

the general level her modes builds on and extends the classic 1984 Shapiro and Stiglitz efficiency 

wage model
42

.  

The contracting approach goes back to Coles and Treble
46

 who looked at the issue from the 

employer perspective. Workers can be either absent with cause, choose to be absent without cause 

or choose to be at work. The employer can only observe the absence-attendance choice of the 

employee. The challenge for the firm is to choose some wage-sick pay contract so as to maximize 

profit subject to a zero profit condition and an incentive compatibility constraint. 

Like in the other two approaches the focus is essentially on economic incentives and asymmetric 

information. Other causes of absence are not really included, e.g. the working environment 

(physical and physic).   

Turning to the models used in health economics, in particular the tradition developed by Grossman 

(se next section), Afsa and Givord have developed a model with explicit inclusion of health status 

and working conditions
47

.  This is the first example of a possibly new class of models.  . 

What is important is the need for inclusion of health status and of working conditions.  This is done 

in the following model, to a certain extent also using Grossman‟s approach.   

A simple model of the ‘demand’ for sickness absence 

In his theory of the allocation of time Gary Becker
48

 outlined a model where households are seen as 

producers of commodities instead of solely consumers of goods and services. Grossmann in his path 

breaking work on the demand for health
49

 used Becker‟s basic idea of household production and 

turned it into a „health production approach‟.  He defined health as a durable capital stock that im-
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plies that the end product is not health as such but the services flowing from this capital good. In 

Grossman‟s formulation, individuals derive utility from the services that health capital yields and 

from the consumption of other commodities. The stock of health capital depreciates over time, and 

the consumer can produce gross investments in it according to a household production function 

using medical care and their own time as inputs. It is assumed that the efficiency of the production 

process depends on individuals‟ stocks of other forms of human capital, especially education. The 

return from the stock of health capital may be defined as the total number of healthy days in each year, which 

generates utility directly, since being healthy yields utility (termed the “consumption” motive in the 

literature), and indirectly, since being healthy yields income which in turn can be used to purchase goods or 

to produce commodities which influence utility (termed “investment”  motive in the literature). 

 

For readers not familiar with the Grossmann model, the main ideas are depicted in figure 3 below taken from 

an early Danish study
50, 51

 

 
Figure 3: The basic idea behind the health production function 

 

Without elaborating further is should be clear that at the general level a good point of departure for a model 

would be a health production function
XIII

.  

 

(1)         h=h(q,X) 

 

h is health status, e.g. self assessed health, which take on high values for good health.  The vector 

describes 1…n possible health shocks like onset of a disease, worsening of a chronic condition, or 

accidents that the individual has experienced.  The vector q expresses experienced access to health 

care, for instance waiting time, (private) health insurance. Lastly, X is a vector of personal and job 

characteristics like education and work environment. Of course one could have separate vectors for 

personal and job characteristics. The important point is that health is influenced by, among other 

things, both individual and work place aspects. 

                                                           
XIII The following model is essentially equivalent to the one presented by Granlund

20
 but with  different interpretations 

and explanations.  
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The utility function is as follows 

(2)     U = U(h,b,z, X) 

where the b is consumption of market goods and z is leisure time.  The utility function is 

characterized by  U/b >0; U/z >0;  U/h >0; U
2
/zh < 0;  U

2
/

2
b <0;  U

2
/

2z 
 <0;  

U
2
/bh < 0; U

2
/bz < 0. 

By normalizing the time endowment to unity, leisure can be defines as z=1 – l +a, where l is the 

number of scheduled/contracted working hour and a is sickness absence. This implies, however, 

that absence is considered on par with leisure, i.e. no „disutility‟.  Alternatively, but not done here, 

one could distinguish between disutility of absence and disutility of work effort. 

With these preliminaries the budget constraint can be defined as 

(3)       wl + y – (1 - )wa =b 

with w being the wage rate, y non-labor income and  is the share of the wage the employee 

receives when absent („compensation rate‟) .and the price of consumption goods is normalized to 

one. It is implicitly assumed that health care is free. 

By substituting for h, b, and z in the utility function, (2), using (1), (3) and the time constraint, the 

first order conditions for worker absence can be written  

(4)     U/a =  U/b (1-)w + U/z =0 

In general U/b and U/z may also depend on, besides a, w, l, y q, X and Hence, the „demand 

function‟ for sick absence can be written as  

(5)  a = a(, c, l, , q, X)  

The means that sickness absence is a function of the employee‟s potential income ( wl +y)), the 

cost of absence (c=(l -)w)), health shocks, access to health care/waiting time, and various 

individual and job characteristics. 

Equation (5) thus provides (at least some) justification for the regression analyses reported in table  

7 and table B in appendix I.   

In order to show how „demand‟ for sickness absence depends on , c, and l and one or more of the 

vector-elements of access to care (e.g. health insurance) and waiting for care, e.g. q1 in q, one can 

differentiate eq  (4), using the implicit function theorem, with respect to a and one of these variables 

one at a time, thus generating hypothesizes about expected sign, e.g da/dq1 where q1 might be health 

insurance (waiting time).  This line is not pursued here. However, it should be noted that the imply-

cation of da/dq1 is that waiting time, by its negative effect on health , increases the demand for 

absence – and leaving out intermediate mediating effects, see p. 9 in Granlund
20

 – meaning that 
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prolonged waiting time (or patchy coordination of services etc) increases the „demand‟ for health 

and by implication the duration of sickness absence.   

Eq. (5) is the point of departure for the quantile regression model below. However, health insurance 

has not been included in the above model.  The following section addresses this, but in a less forma 

way. This section should be seen in connection with the empirical work on the propensity score.  

Health insurance:  ex ante and ex post moral hazard 

There exists a 100% US focused literature on health insurance and the labor market
52, 53

, largely due 

to dominance of employer paid health insurance in the US
XIV

.  It is, however, almost irrelevant in 

the present context. In part because it concerns full health insurance, i.e. both for acute and elective 

care, in part because it is empirical and largely atheoretical
XV

.  In addition it must be seen in a US 

institutional context.  In the present context models of firms choosing to pay for health insurance for 

their employees („firms‟ demand for health insurance‟) would be needed, but only two (US) articles 

on employer decision models for health insurance have been identified
54, 55

 . Therefore, as the aim is 

not theory development, the following is some general observations stemming from the general 

insurance literature.  

In health economics a key question is whether or not complementary/duplicate health insurance 

encourages moral hazard in the use of health care, i.e. in „excess‟ of the level of use without health 

insurance. Moral hazard occurs when the behavior of the insured party changes since the insured 

party no longer bears all or just some of the costs of that behavior. In consequence the insured have 

an added incentive to ask for pricier and/or more elaborate medical service, e.g. timely without (too 

long) waiting time. In these instances, individuals have an incentive to “over consume”. 

Having health insurance may induce two types of behavioral change – at least according to the con-

ventional wisdom. One type is the risky behavior itself, resulting in what is commonly called ex 

ante moral hazard. In this case, insured parties behave in a more risky manner, i.e. health promotion 

and preventive activities may be neglected – privately or at work
XVI

.   

                                                           
XIV

 Superficially there are similarities to the Danish situation for employer paid health insurance, namely that the 

employer paid premium is not treated as taxable income to employees – and that employee payment for insurance is tax 

deductible as well (a certain similarity to the Danish gross-deduction arrangement („brutto-træksordningen‟)) 

XV
 Gruber notes as of 2000:  “…the previous point reflects the atheoretical nature of this literature. While the empirical 

innovations in this area have been impressive, the theoretical have been much more modest. If this literature is to move 

beyond its infancy …a firmer theoretical underpinning will be necessary”
53

, p. 700-701. 

XVI
 Insurance companies try to counteract this by offering lower premiums if for instance a work place has health 

promotion and preventive activities for employees in place.  This is the trend in the Danish health insurance market. 

One of the reasons to include „health promotion at the place of work‟ in the quantile regressions below can be found in 

the issue of ex ante moral hazard.  A number of health behavior variables are available in the health insurance (HIS) 

data set, but have not been put the use.  
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The second type of behavioral change is the reaction to the negative consequences of risk once they 

have occurred, i.e. people have fallen ill and/or are absent from work, and once insurance is pro-

vided to cover totally or partially health care costs and/or insurance gives access
XVII

 to alternative 

sources of medical care, i.e. in the private sector.  This leads (again according to conventional wis-

dom) to a total level of health care consumption that is higher than in a world without health in-

surance.  This is often called ex post moral hazard. For example, without (employer) paid health 

insurance, most persons have to rely on free medical care provided by the publicly financed health 

care system, possibly with waiting time and/or patchy coordination of care. Ex post moral hazard in 

the present context then concerns two overlapping issues: increased consumption of medical care 

and access to alternative sources of care in the private sector (at least in the case of Denmark). 

Health insurance is only indirectly linked to sickness absence.  As noted above, health insurance per 

se cannot be assumed to affect sickness absence
XVIII

 - with the possible exception of the situation 

hinted at in footnote XIV – but even then it requires actual use of services to have an effect.  The 

effect of health insurance must be indirect:  sickness absence (may) lead to treatment of the under-

lying illness, and health insurance may then facilitate medical care provided outside the public 

health care system, most likely at private hospitals.  This can either substitute publicly provided 

health care or supplement it. 

As health insurance and sickness absence it should be noted that the issue of ex post moral hazard 

has been and still is being analyzed using the HIS data set
XIX

.  Preliminary results
5, 58, 59

 from the 

HIS data seem to indicate that moral hazard seems to be negligible or absent with the possible 

exception of physiotherapy.  The relevance of this in the context of matching estimators of effect of 

health insurance presented below is that the effect of health insurance on sickness absence probably 

is not be explained by „over-consumption‟ per se.  Unfortunately the data does not enable us to 

decide whether private health care is a substitute for publicly provided health care (however, see 

table 5 and comments in connection with the table – using data from the presenteeism data (PRS 

data set) or that the private health care may be more accessible than public health care, i.e. less 

waiting time, see table 6A. Whether private health care is better coordinated without (unnecessary) 

time delays unfortunately is not described in either of the data sets used here.   

 

                                                           
XVII Conventionally it is assumed that taking out insurance is rooted in risk aversion.  However, access to otherwise too 

costly services for the individual, e.g. treatment at private hospitals, may be another and maybe stronger reason to take 

out health insurance.  Nymann has argued this point
56, 57

. 

XVIII
 In ‟causal terminology‟:   Health insurance cannot cause a change in sickness absence.  At best it can facilitate  

change.  However, to be of policy value the causal mechanism must be understood, i.e. the (causal) effect of 

consumption of private medical care.  

XIX
 Astrid Kiil in her upcoming ph.d-thesis (late summer 2011) addresses this in two ways.  In chapter 6 the theme is 

“Does employment-based private health insurance increase the use of covered health care services? A matching 

estimator approach” and in chapter 9 where the issue addressed is “An empirical comparison of methods to identify the 

effect of voluntary private health insurance on the use of health care services” 
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Data 

Two survey data sets are available.  The first, „the health insurance survey’
11

, (HIS), is a cross 

sectional survey from June 2009 of the Danish population aged 18-75.  It is fairly representative of 

the population in this age bracket. The sample size is 5,447 respondents of which 3, 470 were oc-

cupationally active. The present study focuses on the latter.  The individuals in the sample answered 

an extensive internet-administered questionnaire focusing on voluntary health insurance, risk 

aversion, socio-economic variables, use of health services, and also a question about sickness ab-

sence from work the past twelve months.  In this survey and the following on presenteeism sickness 

absence in consequence is self reported for a period of 12 months. It is a key variable in the empiri-

cal analysis of the effect of health insurance.  The literature does not give much guidance on the 

optimal reporting period or the accuracy of self report absence
60

 compared to other sources (that 

may also contain bias). The self-reported insurance status is another important variable. When the 

numbers reported in the next section are compared to publicly available data there is no reason to 

believe misreporting is of great importance.  

 

The second data set, the presenteeism survey (PRS), is also a cross sectional survey, but of the occu-

pationally active population only. It was carried out in December 2010. The sample size is 4,060. 

Respondents answered an internet administered questionnaire aimed at presenteeism („sick at 

work‟), absenteeism with a clearer distinction between short and long term absence than in HIS, 

work conditions, health insurance and the use of health services.  Some of the questions were aimed 

at in some detail to try to understand the use of health insurance to obtain health services.  Several 

of the questions are identical to the ones used in HIS.  

 

Both surveys were preceded by pilot testing, N>100.  Some of the questions were identical in the 

two surveys, e.g. questions about insurance and 12 months sickness absence.  

Descriptive results 

Coverage with health insurance and use of insurance 

In both surveys there is information on the following types of insurance
XX

: 

 employer paid health insurance for employees 

 coverage through spouse‟ s employer paid health insurance 

 privately paid health insurance in commercial insurance companies 

 privately paid sickness insurance
XXI

 taken out through the non-profit company „denmark‟ 

                                                           
XX The first three bullet points were preceded by the following text in the questionnaire: “An increasing number of 

companies offer their employees health insurance. A health insurance covers expenses to operations at private hospitals 

among other things, and usually also counseling and treatment by physiotherapists and chiropractors. The main rule is 

that the employer pays the insurance premium”.  Hence, a clear definition/delineation has been provided.  
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There seems to be good agreement on important insurance questions across the two surveys. In both 

surveys 37-38% of the respondents indicated that they were covered by an employer paid health 

insurance.  Between 7-8% answered that they were covered via the spouse‟s health insurance.  

Regarding private health insurance the difference between the two surveys was wider:  7% (HIS) 

and 10% (PRS).  This is slightly more than sample uncertainty can explain.  However, in PRS a  

filter question was used. Also, it should be remembered that the two surveys were carried out 18 

months apart. Hence, the private health insurance market may have grown. 

In both surveys respondents were also asked whether they had used the health insurance to gain 

access to (private) health care within the past 12 months. In the HIS-survey 21% of insurance 

holders had made use of it within the past 12 month while it was 25% in the PRS-survey.  In 

addition to sample variation the difference may also be caused by the reported increasing use of 

health insurance over the almost 1,5 year separating the two surveys. 

Some descriptive results for health insurance and sickness absence 

To give a „feel‟ of the core issue in this paper some descriptive data are presented below. 

In a simple univariate context there is marked difference between days of sickness absence and 

insurance status in both surveys, table 1, possibly mirroring possible selection effects at the 

company level because it is the companies that decide to offer employer health insurance to their 

employees. In view of the generally declining sickness absence over the past two years the 

differences reported in table 1 to some extent is understandable.  In the HIS data 32% had no days 

sickness absence, while the corresponding number for PRS is 33%.   

Table 1:  Summary of days of sickness absence the past 12 months according to insurance 

status 

 Health insurance 

survey, HIS: 

Days of absence 

Presenteeism 

survey, PRS: 

Days of absence 

Yes, has health insurance 7.1  5.8  

No, do not have health insurance 9.4 6.4 

Don’t know 12.7 7.2 

 

Long term illness according to the act on sickness absence compensation means being absent for 

three consecutive weeks, or 15 workings days disregarding week-ends.  In the HIS data 10% had 

more than 15 days of absence, see figure 4 for details.. However, from the survey it cannot be 

determined whether this concerns consecutive days.  In PRS data the percentage was 8%.  In PRS it 

                                                                                                                                                                                                 
XXI

 Throughout this paper the term ‟sickness insurance‟ is used for insurance taken out through „denmark‟, while the 

term health insurance is used for employer paid insurance, inclusive of coverage via spouse‟s health insurance.  „Private 

health insurance‟ refers to privately paid health insurance taken out via commercial insurance companies.  
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is possible to distinguish the group with 15 or more consecutive days of absence.  6% of the sample 

had had more than 15 days of consecutive days of absence, i.e. long term sickness absence as 

defined previously.  61% of the group with 15 or consecutive days of absence did not hold health 

insurance, HI.  

Figure 4:  Sickness absence and health insurance (HI) in the two datasets (% along the y-axis). 

 

Without being causal table 2 shows that those who made use of the health insurance also had higher 

sickness absence than those who did not – and markedly so. This can come as no surprise: they use 

health insurance because they are sick! 

Table 2:  Use of health insurance and sickness absence during the past 12 months 

 Health insurance 

survey, HIS:  Days 

of absence 

Presenteeism 

survey, PRS: Days 

of absence 

Made use of health insurance 

within the past 12 months 

12.8  10.0  

Have not made use of health 

insurance within past 12 m. 

6.2  4.3  

 

As noted above the Presenteeism survey, PRS, included several questions designed to throw light 

on the role of HI and sickness absence not included in HIS (out of which PRS grew 18 months 

later).  In the PRS a question directly addressed the question of using health insurance to gain 

access to health care in connection with sickness absence.  30% (120) of those who had made use 
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their health insurance in the past 12 months confirmed that it was related to sickness absence. Put 

differently, of the 1537 respondents who indicated to have HI, 8% use it of in connection with their 

short-or long(er) term sickness absence, and 3% only used it solely for this purpose. In other words, 

if the effect on sickness absence is to result in a change of the duration of the average sickness 

absence period, the effect for the active user group has to be substantial
XXII

.  In addition the same 

group also has had access to publicly provided health services. 

Table 3:  Relationship between use of health insurance and sickness absence (PRS only) 

You have used your health 

insurance within the past 12 

months.  Was the reason your 

sickness absence? 

Mean 

number of 

days absent 

N 

Yes, the only reason 34.4 40 

Yes, partly the reason 12.0 80 

No 6.1 281 

Furthermore, in the PRS there was a question of more general nature, namely whether it was the 

respondent‟s experience or impression that having health insurance calls for quicker access to 

service, for instance shorter waiting time/more speedy booking of consultation.  60% of the HI 

users answered positively to this question, table 6A.  

Table 4 shows the use of private hospitals and sickness absence.  It is striking to note the number of  

sickness absence days for HI-holders undergoing surgery. 

Table 4: Operations and/or MR, CT scans and X-ray at private hospitals (PRS dataset) 

 Mean number of 

days of  absence 

N 

Operation at private hospital 

Yes (do have HI and have been operated 1 

or several times past 12 months) 

 

19.8  

 

52 

No (do have HI, but not operated) 8.7  368 

Do not have HI or have not used HI 5.9  3,540 

MR, CT, X-ray at private hospital   

Yes 21.2  79 

No 7.5  341 

Do not have HI or have not used HI 5.8  3640 

                                                           
XXII

 A quick calculation illustrates the issue:  The average number of days  of sickness absence for all HI holders is 5.8 

days (table 1). If one were to assume that the absence days in table 3 for those who confirmed that they used the their HI 

totally or partially in connection with sickness absence were reduced to 0, then the average for the total HI-group would 

be reduced to 4.2 days or 4.9 days if the 40 who only used HI for sickness absence purposes  were included in the 

calculation.   
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However, health care from the public sector health care of course may also be relevant for sickness 

absence.  Table 5 shows hospitalization and sickness absence 

Table 5:  Hospitalization and sickness absence (PRS) 

 Days of sickness absence N 

Has not been hospitalized 4,72 3731 

Has been hospitalized 23,48 329 

Of the 52 persons in table 4 who had had an operation at a private hospital 13 (25%) had also been 

hospitalized at a public hospital, i.e. there is not perfect substitution and the use of health services 

cannot without problems be compartmentalized to „private‟ or „public‟. 

Two observations emerge from table 6.  First, health insured have a better self rated health status 

compared to non-insured or don‟t knows. This is reinforced by the fact that health insured have an 

average of 0.73 chronic illnesses (out of 14 possible) compared to the group without health  

Table 6:  Health status, insurance status and sickness absence (PRS data-set) 

Health status 

Has HI  

Really 

good 

Good Passing Bad or  

really bad      Total 

Days absent 2.5 4.3 10.5 23.1 5.8 

% 17.7 59.1 20.2 3.1 N=1,537 

Do not hold HI       

Days absent 2.9 4.6 9.7 20.4 6.5 

% 15.7 53.5 25.5 5.3 N=2,265 

Don't know       

Days absent 2.9 5.7 8.5 30.8 7.2 

% 15.3 58.5 21.0 5.2 N=248 

insurance that on average had 0,9 chronic illnesses. Secondly, sickness absence clearly varies by 

health status. 

There may be an access motive in holding HI (see section on ex ante and ex post moral hazard).  

This should give faster access to health care in the private sector compared to the public sector.  In 

the PSR data a specific question address this, table 6A.  The question asked was directed at those 

who had made use of their insurance within the past 12 months:  “According to your experience 

does holding health insurance mean that you gain faster access to diagnostic procedures and 

treatment (quicker clarification of your situation), compared to not holding health insurance?” 

Table 6A:  Faster access to health care for HI holders (PRS data set) 

 

N Percent 

Yes 248 60.05 

No 86 20.82 

Don't know 79 19.13 

Total 413 100.00 
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Quantile regression  

The statistical analysis will proceed in two stages.  In stage 1 the analysis strategy is quantile 

regression analysis with number of sickness absence days as dependent variable.  In stage 2 

propensity score and matching estimators will be used.   

In the sickness absence literature there is a long tradition for analyzing the determinants of sickness 

by regressions analysis/logistic analysis – and often the sample is split into two:  short and long 

term absence (however defined).  However, by using quantile regression the latter is avoided, far 

better use of all observations is made, and one can study how determinants may change across the 

conditional quantiles. This is a new approach in the existing sickness absence literature. However, 

only under rather restrictive conditions can one interpret the coefficient of health insurance – one of 

the „determinants‟ of sickness absence – in a causal sense.  Therefore, an analysis of treatment 

effect using propensity score matching is carried out that, at least in principle, allows a (more) 

causal interpretation of HI.  

There is no doubt an important difference between short and long term sickness absence.  The 

underlying „causal‟ mechanisms differ in important ways, e.g. underlying illness, outright shirking 

or a flu versus pneumonia or cancer – or long term consequences of an accident. It would be tempt-

ing; therefore, to split the sample into two, one for short term and one for long term illness.  How-

ever, a better strategy is use quantile regression
XXIII

 to study (conditional) differences across the 

sample
XXIV

.  Koenker and Hallock explain this clearly: “We have occasionally encountered the 

faulty notion that something like quantile regression could be achieved by segmenting the response 

variable into subsets according to its unconditional distribution and then doing least squares fitting 

on these subsets.  … Clearly, this form of truncation on the dependent variable" would yield 

disastrous results in the present example. In general, such strategies are doomed to failure for all the 

reasons so carefully laid out in Heckman (1979). It is thus worth emphasizing that even for the 

extreme quantiles all the sample observations are actively in play in the process of quantile 

regression fitting.”
62

 (italics added). 

Median regression, a special case of quantile regression, estimates the median of the dependent 

variable, conditional on the values of the independent variable. This is similar to least-squares re-

gression, which, however, estimates the mean of the dependent variable. Median regression finds 

the regression plane that minimizes the sum of the absolute residuals rather than the sum of the 

squared residuals.  Moving on, the quartiles divide the population into four segments with equal 

proportions of the reference population in each segment. The quintiles divide the population into 5 

parts; the deciles into 10 parts etc.  The quantiles, or percentiles, or occasionally fractiles, refer to 

the general case. In quantile regression these ideas are extended to the estimation of conditional 

                                                           
XXIII

 This is not the place for even a brief exposition.  See Koenker for a full exposition
61

 and Koenker and Hallock for an 

excellent easy to follow exposition
62

.   

XXIV
 Quantile regression also allows the estimation of treatment effects using instrument variables

61
.  See chapter 7 in 

Angrist and Pischke
63

. 
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quantile functions - models in which quantiles of the conditional distribution of the response 

variable are expressed as functions of observed covariates. By using quantile regression it possible 

to study different parts of the conditional distribution of sickness absence, e.g. looking at the 90 og 

95% part to the distribution it is possible to look at long term sickness absence. The use of quantile 

regression is far better suited to study sickness absence the conditional mean approach of conven-

tional OLS, in particular if long term absence is of interest. . 

 

The coefficients in quantile regression models are interpreted in the same way as in ordinary OLS 

regression models, with the caveat that they are partial effects on the respective quantile as opposed 

to the mean for OLS. 

 

The dependent variable in the following is sickness absence within the past twelve months. Independent 

variables have been chosen based on both the theoretical model above (eq. 5) and the epidemiological 

exploratory analyses referenced in the background section.  

1. Socio-economic variables 

 Personal_income 

 Age 

 Gender 

 Children 

 Education 

 Union membership (HRS data set only) 

 Management responsiblity  

i. (only for PRS-dataset ) 

2. Health variables 

 Self assessed health status  

 Number of chronic diseases,  

 Long term illness, long term consequences after accident etc. 

3. Use of health services 

 general and specialist practice visits 

 A&E visits and outpatient visits, including same day surgery 

 Hospitalization 

4. place of work 

o Public-private,  

o Number of employees 

o Health promotion activities at place of work,  

 Work place policy on sickness absence (only for PRS-dataset ) 

o Sickness interview at place of work (only for PRS-dataset) 

o Physically demanding work only for PRS-dataset ) 

o Physically exhausted (only for PRS-dataset) 

o If absent, then others take over my tasks (only for PRS-dataset) 

o Overall satisfaction with place of work (only for PRS-dataset) 

5. Health insurance variable 

 Holds employer paid insurance 

 Use of health insurance in the past 12 month 

i. information available on specific services received, including whether triggered by 

sickness absence. 
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Table 7
XXV

 shows, for comparison, the result of an OLS, then the results from the quantile 

regressions (median (q50), q25, q90, and q95) and the last column shows the regression of 

difference in quantiles, here between q25 and q95 (interquantile regression)
XXVI

. In essence one can 

consider q90 and q95 as analyses of long term sickness absence.  

 

The two main variables of interest here: „Health insurance‟ and „use of health insurance within the 

past twelve months‟ are shown at the bottom of the table.   

 

The health insurance coefficients („not having HI‟ compared to those having) are not 

significant
XXVII

, i.e. do not exert a significant influence on sickness absence – be it short or long 

term (compare q25 and q95) and the interquantile coefficient in the right hand column of the table 

confirms this. Furthermore, compared to those with health insurance, those without had lower 

sickness absence regardless of which quantile that is considered.   

 

The „use of health insurance‟ variable also does not show any significant effect on sickness 

absence
XXVIII

. Looking at these coefficients
XXIX

, it is seen that those who had not used their health 

insurance had fewer days of sickness absence compared to those who had.  A similar observation 

holds for the group without health insurance. This really should come as no surprise, because one 

must assume that those who made use of their health insurance had more serious underlying 

(medical) problems than those who either did not use the insurance or those without insurance.  

 

 

 

 

 

 

 

 

 

 

 

 

                                                           
XXV

 To retain as many observations as possible „don‟t know‟ has been retained as separate categories.  One may argue 

that a better alternative would be to impute values.   

XXVI
 To make comparison easier the standard errors and confidence levels are not reported.  One may then directly – 

column by columns – compare coefficient estimates.  SE and CI are, of course, available on request. 

XXVII
 In the STATA manual on qreg it is indicated that the standard errors are sensitive to the number of bootstrapping 

replications.  Some experimentation, i.e. 100 vs. the standard 20,  seem to indicate that the obtainde results are fairly 

robust in this regard 

XXVIII
  To conserve space the two coefficients – from a separate regression analysis – have been inserted in table 7 that 

contains the coefficients from the regression where „having HI‟ was estimated 

XXIX
 Here inserted as part of table 7 with the coefficients from the full analysis with „health insurance‟ as dependent  

variable.   The coefficients for „use of health insurance‟ were estimated in separate analyses, but inserted in table 7 for 

easy reference.  The other coefficients  in the analysis of „use of health insurance- were note markedly different from 

those shown in tables 7.  
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Table 7:  Regression results (OLS, quantile), PRS-dataset: (STATA, sqreg, iqreg 20 rep. for 

bootstrap). Significance levels indicated by stars, see below table 

Dependent: days of absence 

past 12 months  Ord OLS 

Median 

(quantile) 

q25 

(quantile) q90 q95 

q25-q95 

quantile 

difference- 

Characteristics of the 

employees Coef. Coef. Coef. Coef. Coef. Coef. 

Health 

      Number of chronic diseases 0,0312 0,1412 0,0250 0,6893 0,6972 0,6723*** 

Self rated health, really good=0 

      Good 0,7985** 0,5498* 0,1446** 0,4972 0,7131 0,5685 

Passing 2,8310* 1,1974* 0,3509* 3,1824* 4,1539* 3,8030* 

bad & really bad 10,0310* 3,6498* 1,4018* 28,8864** 43,4457* 42,0439* 

> 6 months illness/consequences of 

accidents etc.  -4,7242* 0,0117 -0,0062 -3,7619** -11,3847** -11,3784** 

Age -0,0069 -0,0216 -0,0062** -0,0225 -0,0192 -0,0131 

Male (female=0) -0,0252 -0,4939 -0,0802 -0,5946 -1,2437 -1,1635 

Children living at home 

      1 child >13 years (no children >13=0) -0,5481 0,3375*** 0,2934*** 0,6571 0,5270 0,2337 

2 children > 13 years 0,0874 0,5905* 0,2454* 0,7892 0,3108 0,0654 

> 2 children > 13 years of age -0,2570 0,6342** 0,0574 0,9330 -0,5766 -0,634 

Education 

      Skilled worker (unskilled =0) -0,9199 -0,4426 -0,0535 -1,1360 -3,1934 -3,1399** 

Semi-skilled 1,2052 0,0004 0,0321 2,9042 0,9715 0,9394 

Junior college -1,0596 -0,1160 0,0390 -0,6387 -1,0804 -1,1194 

College -0,8087 -0,1604 0,0737 -0,4355 -1,7419 -1,8156 

University -0,4301 0,2140 0,1028 -0,1204 -1,9876 -2,0903 

Mics.  -3,474 -0,8897 -0,0110 -1,4073 -2,8634 -2,8524 

Gross income (< 100.000 =0) 

      100-199,000 2,6552 0,3837 0,1892 1,2891*** 1,0519 0,8628 

200-299,000 3,3201** 1,1261* 0,3169** 4,2280* 2,3532* 2,0363 

300-399,000 3,8114* 1,4187* 0,3348* 2,8246* 3,9404*** 3,6056*** 

400-499,000 4,1615* 0,7855* 0,1890 3,0901* 3,6700 3,4810 

500-599,000 3,9645* 1,1425* 0,2809 3,1705** 3,0866 2,8057 

600-699,000 2,9171** 0,7086* 0,1465 2,0620 2,6121 2,4656 

700-799,000 4,3168* 0,3992 0,1726 1,8029* 2,6160 2,4435 

800,000 and upward 3,4971 0,6652* 0,1329 2,0244** 2,7246 2,5917 

do not wish to reveal/don't know 3,2549** 0,7571* 0,1899 2,4131* 2,9816*** 2,7917 
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Form of remuneration 

 

Ord OLS 

 

Median 

(quantile) 

 

q25 

(quantile) 

 

q90 

 

q95 

 

q25-q95 

quantile 

difference- 

By the hour (salaried =0) 

      Base pay and performance 

related/piece work  1,0504 -0,2710 -0,0781 -0,1675 0,4250 0,5031 

No management responsibility 

(yes=0) 

-

1,0647*** -0,2612*** -0,1009 -0,9924 -0,5311 -0,4302 

Characteristic of place of 

work 1,4221** 0,5277* 0,0856 0,6786** 0,9922 0,9066 

Public-private: 

      Public sector (private sector=0) 

      Public company -0,6606 0,1704 0,1172 -0,2737 -0,0035 -0,1207 

Other/don't know 0,0105 -0,2820 0,0117 0,8334 2,2089 2,1972 

No. of employees -0,3575 0,3782 -0,1810 0,7402 0,1273 0,3083 

5-9 employess (1-4=0) 

      10-19  2,3576*** 0,3741 0,0716 1,1193 1,8514 1,7798 

20 - 49 0,4099 0,2504 0,0047 -0,1734 3,0161 3,0114 

50 - 99 0,8054 0,1037 -0,1169 -0,0314 1,7322 1,8491 

100 - 249 0,8918 0,6434 0,0831 0,4716 3,1170 3,0339*** 

250 - 499 3,2323 0,5693 -0,0102 1,7135 3,6959 3,7061 

> 500 1,4697** 0,5984** -0,0096 1,1163 3,5236 3,5332** 

don't know 0,6887 0,3066 -0,0169 0,4780 2,5110 2,5279*** 

Healht promotion at work  -1,2991 0,5316 -0,1679 -1,5090 -1,7002 -1,5323 

No health promtion  (yes=0) 

      don't know  -0,2331 -0,0666 -0,0248 0,5065 0,7764 0,8013 

Written policy on sicness absence -0,0793 -0,3761 0,0326 -0,6334 0,8642 0,8316 

No (yes=0) 

      Don't know -0,3621 -0,2075 -0,1076 0,1570 1,6170 1,7247*** 

Ever called to interview about 

sickness absence (yes=0) -0,5797 -0,0643 -0,0073 0,7366 2,4133 2,4206** 

No 

      Overall satisfaction with place of 

work -7,6645* -3,4275* -2,1795* -12,0826* -29,6653** -27,4858* 

Rather satisfied (very =0) 

      Satisfied -0,6583 -0,0028 -0,0074 0,3339 -0,0507 -0,04323 

Dissatisfied -0,0385 0,1860 0,0728 0,2957 -0,2341 -0,30689 

Rather and very dissatisfied 2,3756*** 0,6716** 0,1927 5,0589** 4,9273* 4,7346** 

Physicially demanding type of work 

(always=0) 5,0109** 0,7678*** 0,0629 4,9788 17,5853 17,5224 

often 

      now and then -1,4704 -0,1798 0,0708 -0,846611 -1,4631 -1,5339 

never -2,4739 -0,1533 0,1034 -1,3295 -3,1476 -3,2510 

 

-1,6301 0,0436 0,0914 -1,0039 -2,2185 -2,3100 
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Work piles up if absent (always=0= 

 

Ord OLS 

 

Median 

(quantile) 

 

q25 

(quantile) 

 

q90 

 

 

q95 

q25-q95 

quantile 

difference- 

_Often  

      now and then 0,3017 0,4332 0,1279 -0,8702 -1,1953 -1,3233 

never 

-

2,0976*** -0,1288 0,0156 -2,7999 -4,0882** -4,1038 

_Often -2,4450* -0,3483 -0,0478 -3,1832 -4,2180** -4,1702 

now and then -3,1626 -0,9190 -0,2689 -8,0941 -9,6055 -9,3366 

never -1,6210 -0,9620 -0,2786 -8,5673 -9,7123 -9,4337 

No. of physician contacts past 12 

month -2,2922 -0,9383 -0,2576 -8,8555 -10,4075 -10,1499 

No of A&E and outpatient contacts 

past 12 month 1,8358* 0,6272* 0,1930* 1,5774* 1,8945* 1,7015* 

Hospitalized (no=0) 1,2816*** 1,1910* 0,3975* 3,8825* 4,2044* 3,8069* 

Healt insurance  14,1690* 3,8995* 1,9799* 34,1318* 62,1702* 60,1903* 

No (yes=0)) 

      Don't know -0,1172 -0,2251*** -0,0509 -0,1236 0,3523 0,4031 

Made use of  health insurance past 

12 months 

(pulled from a separate analysis) 1,0534 0,0015 -0,0652 0,7515 2,7111 2,7763 

No (yes =0) 

      Do not hold health insurance  -2,6412 0,3956 -0,0177 -2,2436 -2,3169 -2,1396 

_cons -1,9845 0,467 -0,2003 -2,1579 -1,1030 -0.9027 

R2 13,0024 4,5518 2,1420 28,0412 56,7680 54,6260 

 

0.17 0.09 0.03 0.25 0.35 

 * p<= 1%; ** p<=5%, *** p<=10% 

documented in stata/kvartil-tabel and interkvartil (STATA log-files). 
We  
 

There are two striking results in table 7:  The significant results for the self-assessed health status 

variable, showing, not surprisingly, that persons with bad or very bad health status had significantly 

more days of absence compared to person with very good health. The use of health services – 

private and public – is measured by three variables:  Physician contact, outpatient contacts, and 

hospitalizations.  All three are significant across the regressions.  The sign – positive – may surprise 

some, but really should not.  The use of services naturally co-varies positively the increased length 

of sickness absence. 

 

In table 7 the personal income is also interesting, but the reason is in part an unfortunate choice of 

reference group (the lowest income group with many part time workers).  This will be changed in a 

revised version.   

 

Table B in appendix I shows the results based on the HIS-dataset.  This data set does not have as 

rich company details as the PRS material.  Nevertheless, the results largely conform to the results in 

table 7, in particular as regards the health insurance variables. 
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A good graphic representation is to look at the size of selected coefficient across a range of 

quantiles.  Not only does it give a feel of what is achieved by using quantile regression, but also 

how things change across the (conditional) quantiles.  Four examples are presented in figure 5: the 

constant, the „not having HI‟, the „not having management responsibility‟ and „having bad or really 

bad self rated health‟.  

The constant clearly mirrors the move from few days of absence at the low end of the (conditional) 

distribution to considerably more days as we move towards the high end – indicating how the dis-

tribution is systematically investigated by using quantile regression (in looking at size of the coef-

ficients recall that the omitted categories are (also) captured by the constant).    

Figure 5: Graphs of the numerical size of coefficients across conditional quantiles for selected 

variables, PRS data (documented in kvartil-koefficienter) . 

 

 

 

 

 

(the y-axis is measured in terms of days of sickness absence) 

Turning to the „do not have HI‟ – and recalling that the coefficients reported in table 7 were not 

significant – it is noteworthy, nevertheless, that towards the high end of the distribution there is a 

tendency for those not having HI to have more days of absence than those with HI.    

In order to illustrate the behavior of two other coefficient, the health status variable and the (no) 

management responsibility, have also been graphed. The hypothesis behind including the manage-
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ment variable is that those with management responsibility have a higher „threshold‟ before calling 

in ill.  Looking at the health status variable it is clearly seen that those with bad and really bad 

health status compared to those with really good health status had considerably more days of ab-

sence that the high end of the distribution – stressing the obvious that health status matters.  As for 

the management variable two observations are relevant: Those without management responsibility 

systematically have more days of absence compared to those with – and the tendency is increasing 

towards the high end of the distribution.  

Finite mixture model (latent class model)XXX 

A finite mixture model is a possible alternative or, more likely, complement to the quantile 

regression model in that it also explores different parts of a distribution, namely based on a latent 

groups, but based on a different philosophy than the quantile regression model.  

 

In the health econometrics of the demand for health care it is common to use the two-part model 

(the hurdle model), TPM. The first part of the TPM is a binary outcome model, typically a logistic 

model, that describes the distinction between non-users and users. The second part describes the 

distribution of use conditional on some use, modeled either as a continuous or integer-valued 

random variable. In the latter case typically the negative binomial model. The appeal of the TPM in 

part stems from the high incidence of zero usage (read: many without sickness absence). 

 

The sharp dichotomy between users and non-users in the TPM has been challenged by Deb and 

Trivedi
71-72

 and, among others, Bago
73

.  They claim that a more tenable distinction for typical cross-

sectional data may be between an “infrequent user” and a “frequent user” of medical care – or in the 

present case short and long term sickness absence - the difference being determined by health 

status, attitudes to health risk, and choice of life-style. In their proposed alternative model, the latent 

class model, LCM, there is no distinction between users and non-users of care.  Instead there is a 

distinction between groups with high average demand and low average demand based on two latent 

classes. 

 

Deb and Trivedi hypothesized that the underlying unobserved heterogeneity which splits the 

population into latent classes is based on an individual‟s latent long-term health status. Proxy 

variables such as self-perceived health status and chronic health conditions may not fully capture 

population heterogeneity from this source. Consequently, in the case of two latent subpopulations, 

a distinction may be made between the “healthy” and the “ill” groups, whose demands for medical 

care (or sickness absence) are characterized by low mean and high mean, respectively. 

 

The mixture/latent class approach can be interpreted as allowing for latent groups/classes in the 

population. The data for each group may be characterized by a parameter vector – the same for both 

groups. Since the group to which an individual belongs is not observed directly, a mixing 

                                                           
XXX

  I am grateful to Nabanita Datta Gupta for suggesting this approach which in no way is pursued in detail here. In 

essence it is only scratching the surface in an exploratory manner.  
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probability is used to classify individuals probabilistically. The mixture negative binomial model 

has the virtue of being conceptually simple  In the following estimation two latent groups are 

assumed („short‟ and „long‟ term sickness), cf. figure 4 which gives a degree of credence to this 

assumption, and the mixture model used is the negative binomial
XXXI

. 

 

Table 7A shows the results for the two specifications of health insurance situation, omitting all the 

control variables (see appendix  ): Use of insurance within the past 12 months and a dichotomous 

health insurance status variable like in the quantile regression analysis.   

 

As regards use of health insurance compared to non-use and not having an health insurance at all  

the results are clear for both components (low mean sickness absence (component2) and high(er) 

mean absence,  component 1. This is judged from the constant term, cf.appendix I, table BB and 

BBB):  There is no significant difference with respect to sickness absence for the group that used 

their health insurance compared to the non-user, but the non-insurance holders had a significantly 

lower sickness absence compared to the group that used their health insurance.   

 

Table 7A:  Results from two-class latent model with negative binomial as mixture.  N=3997 

           

 
Coef. 

Std. 

Err. P>|z| 

[95% Conf. 

Interval] Coef. Std. Err. P>|z| 

[95% Conf. 

Interval] 

Used health 

insurance past 12 

months component1 (0.33)     component2 (0.67)     

No (yes =0) -0.4160 0.2060 -2.02 -0.8196 -0.0123 -0.0898 0.0734 -.221 -0.2336 0.0540 

Do not hold health 

insurance  -0.1761 0.1954 -0.9 -0.5591 0.2069 -0.2345 0.0752 -.002 -0.3819 

-

0.0870 

Healt insurance                      

Yes (no=0) -0.0802 0.1549 0.604 -0.3838 0.2233 0.1608 0.0537 0.003 0.0555 0.2660 

The full regression results are found in appendix I, table II and III.  The same independent variables as in 

table 7.  

 

Using the dichotomy „holds – does not hold health insurance‟ there is an interesting result in that 

the there is a significant difference between insurance and non-insurance holders for component 2 

(low mean level of absence) in that those with health insurance actually have higher absence than 

those without insurance. For long term sickness absence there was no significant difference.   

 

Overall then – and given that the mixture analysis primarily is explorative – the results confirm the 

results from the quantile regression analysis in that health insurance does not appear to be 

associated with lower sickness absence.  

 

                                                           
XXXI

 STATA‟s version 10  fmm routine is used, negbin1 is used for mixture. 
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The detailed results in appendix ??? show several cases of different effects of the independent 

variables (absolute size, sign and significance) for the two latent groups, e.g. the effect of number of 

chronic illnesses, age  

Propensity score and matching estimator approach to the effect of 

health insurance on sickness absence 

In a causal sense the question in relation to the results from the quantile and mixture regression 

above is:  Has it been shown that „health insurance‟ or „having made use of health insurance‟ does 

not cause a reduction in (long term) sickness absence – despite the non-significant results?  This is 

not the place for a full discussion of the causal interpretation of regression analysis, see for instance 

Angrist and Pischke, section 3.2
63

 or Morgan and Winship
64

 chapter 5.  A few observations are in 

place, however, as transition to the section on propensity score and matching estimators where 

causality under certain assumptions may be claimed, but note, however, that under „certain‟ 

assumptions this also holds for regression analysis, e.g. a fully saturated model.  So, the propensity-

matching approach is not in all regards superior causal-wise to OLS:.   

It should be noted that the two „intervention variables‟ in table 7 and 7A, most likely are exogenous 

and endogenous respectively.  „Health insurance‟ in essence is not a choice variable for the 

individual employee, but a given – decided by the employer - and reasonably must be assumed 

independent of the outcome variable (sickness absence) whereas „use of health insurance‟ is a 

choice variable for the individual employee, i.e. there is undoubtedly self selection.  The question of 

the conditional independence assumption or put differently selection on observables has been 

attempted through the use of an extensive set of relevant covariates. There are „good‟ and „bad‟ 

control variables
63

.  Angrist and Pischke note that „bad‟ controls might as well be dependent 

variables too, while „good‟ controls are variables that we can think of as having been fixed at the 

time the regressor of interest was determined.  A look at the set of control variables in table 7 and 

table B points towards largely „good‟ controls. If, on the other hand, actual use of health services 

had been used as a control, it would have been an example of a „bad‟ control. However, whether 

there is omitted variables
XXXII

 – and hence omitted variable bias – cannot be decided 

definitively
XXXIII

.  Overall, it probably would not be unreasonable to use a causal interpretation of 

the analysis with „health insurance‟ as the intervention variable.  

                                                           
XXXII

 We have abstained from using one or all of the standard tests for omitted variables:  The three classic likelihood-

based approaches are: LR test:estimate model with and without constraint ( ) = 0. Wald test: estimate the model without 

the constraint, and the (effcient) Score/Lagrange Multiplier test: estimate the restricted model.  
XXXIII

 Angrist and Pischke say that “although simple, the OVB formula [omitted variable bias] is one of the most 

important things to know about regression.  The importance of the OVB formula stems from the fact that if you can 

claim absence of omitted variable bias, then typically you‟re also saying that the regression you‟ve got is the one you 

want.  And the regression you want usually has a causal interpretation.  In other words, you are prepared to lean on CIA 

[conditional independence] for a causal interpretation of the long regression estimates”
63

, p. 62. 
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propensity score  

An increasingly popular approach to estimate the effect of (a binary) „treatment‟ variable, e.g. 

„having-not having health insurance‟ or „used – not used health insurance to obtain health services‟. 

is to estimate a propensity score (propensity/probability of being „assigned‟ to a particular (binary) 

situation given a set of observable co-variables) of receiving „treatment‟) and use the propensity 

score to match „treated‟ and „untreated‟ using a variety of matching techniques (nearest neighbor, 

kernel etc)  .  

Matching is based on the assumption that the outcomes, y0 y1 are independent of treatment, D,  

given a set of observed covariates, x: 

(1)   

 

Rosenbaum and Rubin
65

 showed that given the propensity score, the conditional probability of 

receiving treatment given x is : 

(2 )   

and assuming covariate balance:  

(3)    

then (1) implies:  

(0)     

Meaning, therefore, that it is sufficient to match on the propensity score 

There are two issues concerning propensity scores:  choice of co-variates and statistical issues
66

.   

Ideally the choice of co-variates in the propensity score-equation should be theory-driven, i.e. in the 

present case based on the demand for health insurance.  It is all but too rare, however, to see 

references to this obvious point.  Therefore, in practice it boils down to – not only data availability, 

but common sense – and paying too little attention to (relevant/likely) omitted unobservable 

variables that may create bias
XXXIV

. On the one hand it is obvious, on the other hand an important 

limitation, in particular because in some quarters it is almost believed that propensity score match-

ing is (almost) as good as truly randomized experiments with clear assignment of treatments.  

Rubin
67

 notes the obvious, but all too often overlooked:  “... It is important to keep in mind that 

even propensity score methods can only adjust for observed confounding covariate and not for the 

unobserved one.  This is always a limitation of non-randomized studies compared with randomized 

studies, where the randomization tends to balance the distribution of all covariates, observed and 

unobserved”, p. 762. 

As to statistical issues in estimating the propensity score, Guo and Fraser ask
66

:  “What defines the 

„best‟ logistic regression?  The answer is simple:  We need propensity scores that balance the two 

                                                           
XXXIV

 In particular when – as here – one is using person data, where the choice of providing health insurance, i.e. 

„treatment‟,  in essence is made by the employer,  not the individual employees.  There is most likely to be important 

unobservable variables at the employer-level that most people related observable covariates do not capture.  In this 

regard the PRS data are far better than the HIS data, i.e. a number of variables capture the work environment – and 

hence type of company. 
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groups on the observed covariates.  By this criterion, a best logistic regression is a model that leads 

to estimated propensity scores that best represent the true propensity scores.  The challenge is that 

the true propensity scores are unknown, and that therefore, we must seek methods to measure the fit 

between the estimated and the unknown true scores” (p. 138).  They go on to stress – as noted 

above - the importance of including models carefully chosen and appropriate conditioning variables 

in the correct. They also note that estimates of treatment effects are sensitive to different specifi-ca-

tions of conditioning variables.  

A „good‟ logistic regression model should minimize the overall sample prediction error. This may 

be done by using the boost-routine in Stata.  This has, however, not been done in the current 

analysis.   

The intervention can be either binary treatment conditions, e.g. „has – does not have health insu-

rance‟ with the propensity score derived from the predictions from a logistic regression.  However, 

in many real world situations there are more than two treatment conditions (treatment dosage). 

Either a continuum of treatment, e.g. health care services, or polychotomous treatment conditions.  

This is relevant in the present context in that – as discussed earlier – the real issue is not having 

health insurance but rather a) has it been used (in connection with sickness absence) and b) is posi-

tive: how much, cf. tables 2,3, and 4 above.  Table 8 shows the treatment categories 

Treatment dosage can be modeled in two ways.  One may estimate a single scalar propensity score 

using ordered logistic regression, and then match on the scalar propensity score and proceed as for 

two treatment groups. The alternative is to estimate a propensity score for each level of the treat-

ment dosage using a multinomial logistic regression, and then define the inverse of a particular 

estimated propensity score as sampling weight to conduct a multivariate analysis of outcome.  Guo 

and Fraser essentially recommends what they term „subset analysis‟, i.e. subsets of the data 

corresponding to the does categories, cf. table 8. „…in our opinion, conducting an efficacy subset 

analysis is an efficient and viable alternative to modeling doses of treatment‟, p. 167
66

   

Table 8:  Treatment categories in the PRS data 

 

N %  Cum. 

Do not hold HI 2,488 61.28 61.28 

Hold HI, but not used it 1,158 28.52 89.80 

Used, but not for absence 281 6.92 96.72 

Used only for absence 40 0.99 97.71 

Used partly for absence 80 1.97 99.68 

Do not remember 13 0.32 100.00 

Disregarding the last category, it seems natural to use ordered logistic regression in this case 

because the „ordering‟ does reflect a rank order.  
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Propensity scores and treatment effects for the binary intervention, „has – does not have HI‟,  have 

been estimated for both data sets
XXXV

.  The results for the HIS have been relegated to Appendix I, 

Tables C to F. 

The results for the PRS analyses are shown in tables 9-12, with table 10 showing the results of 

particular interest, namely treatment effects of HI – and showing no statistically significant effect of 

health insurance.  

Table 9: Propensity score for health insurance (1=success), PRS data set 

                                                           
XXXV

 In STATA logistics, psmatch2, pstest, and rbounds have been used.  

Characteristics of the 

employees 
Odds 

Ratio 

Robust 

Std. Err, z P>|z| 

95% Confidence, 

Interval 

Health 

      Number of chronic diseases 0,9970 0,0413 -0,070 0,941 0,9192 1,0813 

Self rated health, really good=0 

      Good 0,9708 0,1159 -0,250 0,804 0,7682 1,2268 

Passing 0,7293 0,1066 -2,016 0,031 0,5476 0,9713 

bad & really bad 0,6924 0,1770 -1,044 0,150 0,4195 1,1428 

> 6 months illness/consequences of 

accidents etc0,  0,9133 0,1105 -0,750 0,453 0,7205 1,1577 

Age 0,9859 0,0042 -3,037 0,001 0,9777 0,9941 

Male (female=0) 0,9539 0,0871 -0,520 0,605 0,7976 1,1408 

Education 

      Skilled worker (unskilled =0) 1,1800 0,1974 0,990 0,323 0,8501 1,6380 

Semi-skilled 1,0435 0,2213 0,200 0,841 0,6886 1,5812 

Junior college 1,0319 0,1843 0,180 0,860 0,7272 1,4643 

College 0,7929 0,1240 -1,480 0,138 0,5836 1,0772 

University 0,9484 0,1595 -0,320 0,753 0,6821 1,3187 

Mics0,  0,9503 0,2417 -0,200 0,841 0,5772 1,5645 

Gross income (< 100,000 =0) 

      100-199,000 1,4551 0,5816 0,940 0,348 0,6647 3,1850 

200-299,000 2,7278 1,0281 2,066 0,008 1,3032 5,7100 

300-399,000 4,6438 1,7317 4,012 0,000 2,2359 9,6447 

400-499,000 5,3957 2,0529 4,043 0,000 2,5597 11,3737 

500-599,000 5,4392 2,1743 4,024 0,000 2,4847 11,9070 

600-699,000 7,3485 3,0904 4,074 0,000 3,2228 16,7558 

700-799,000 5,2401 2,4159 3,059 0,000 2,1228 12,9351 

800,000 and upward 8,0865 3,4137 4,095 0,000 3,5353 18,4968 

do not wish to reveal/don't know 4,6665 1,7678 4,007 0,000 2,2209 9,8051 
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 (documented in C: stats/propensity-HI 

 

 

 

Type of remuneration 

Odds 

Ratio 

Robust 

Std. Err, z P>|z| 

95% 

Confidence, 

Interval 

 By the hour (salaried =0) 0,3686 0,0548 -6,071 0,000 0,2755 0,4933 

Base pay and performance related/piece 

work  0,7089 0,1102 -2,021 0,027 0,5227 0,9615 

Characteristic of place of 

work 
      Public-private: 

      Public sector (private sector=0) 0,0460 0,0056 -25,009 0,000 0,0362 0,0586 

Public company 0,2561 0,0638 -50,470 0,000 0,1571 0,4173 

Other/don't know 0,2367 0,1006 -30,390 0,001 0,1029 0,5446 

No, of employees 

      5-9 employess (1-4=0) 1,6223 0,3320 20,360 0,018 1,0862 2,4230 

10-19  1,8220 0,3614 30,020 0,002 1,2351 2,6877 

20 - 49 2,4977 0,4492 50,090 0,000 1,7557 3,5534 

50 - 99 2,4404 0,4764 40,570 0,000 1,6646 3,5778 

100 - 249 2,7520 0,5132 50,430 0,000 1,9095 3,9663 

250 - 499 3,6321 0,8213 50,700 0,000 2,3318 5,6576 

> 500 2,6497 0,4679 50,520 0,000 1,8745 3,7456 

don't know 1,0847 0,5813 0,150 0,879 0,3795 3,1006 

Healht promotion at work  

      

Sundhedsordning (yes=0) 0,1995 0,0201 

-

160,020 0,000 0,1638 0,2429 

don't know  0,2705 0,0526 -60,720 0,000 0,1847 0,3960 

Physicially demanding type of work 

(always=0) 

      often 0,7342 0,1583 -10,430 0,152 0,4812 1,1202 

now and then 0,7998 0,1585 -10,130 0,260 0,5424 1,1795 

never 1,0154 0,2012 0,080 0,939 0,6885 1,4974 

Work pile up if absent (always=0) 

      _Often  1,5948 0,2938 20,530 0,011 1,1115 2,2884 

now and then 1,3351 0,2164 10,780 0,075 0,9717 1,8344 

never 1,1669 0,1896 0,950 0,342 0,8486 1,6045 

Physically exhausting (always=0) 

      _Often 1,6607 0,4856 10,730 0,083 0,9363 2,9457 

now and then 1,5162 0,4345 10,450 0,146 0,8646 2,6588 

never 1,5028 0,4393 10,390 0,163 0,8474 2,6654 
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Table 10 does not provide support for at treatment effect of health insurance on sickness absence.  

Table 10: Treatment effects using propensity equation reported in table 8, PRS data 

Variable Sample Treated Controls Difference S.E. T-stat 

q46a (sickeness 

absence days) Unmatched 5,81 6,55 -0,732 .613593392 -1.19 

 

ATT 5,80 6,14 -0,341 120.585.054 -0.28 

 

ATU 6,49 8,32 1,832 . . 

 

ATE 

  

1,006 . . 

 

Propensity balancing test, PSM , for each covariate are reported in detail in appendix I, table G.  

Table G shows that for but one variable (at the 5% level) there were no significant differences in the 

matched means of the variables.  

Table 11 shows the summary of the balancing tests confirming the impression from table G 

Table 11:  Summary of the balancing tests 

    

Sample 

Pseudo 

R2 LR chi2 p>chi2 

Unmatched 0.347 1839.51 0.000 

Matched 0.010 36.12 0.852 

 

Matching is based on the conditional independence assumption, meaning that the researcher should 

observe all variables simultaneously influencing the participation decision and outcome variables. 

This is a strong identifying assumption. Hence, checking the sensitivity of the estimated results with 

respect to deviations from this identifying assumption is of great importance.  

 

If there are unobserved variables which simultaneously affect assignment into treatment and the 

outcome variable, a „hidden bias‟ might arise to which matching estimators are not robust. Since it 

is not possible to estimate the magnitude of selection bias with non-experimental data, this problem 

can be addressed with the bounding approach proposed by Rosenbaum and implemented as STATA 

routine by Becker and Caliendo (mhbounds)
68

 for a binary outcome variable and by Gangl for a 

continuous outcome variable
69

 (rbounds – which is used below).  

 

The basic question asked is whether or not inference about treatment effects may be altered by 

unobserved factors. In other words, one wants to determine how strongly an unmeasured variable 

must influence the selection process in order to undermine the implications of the matching 

analysis. This of course, is not a test of the unconfoundedness assumption itself, because this would 

amount to testing that there are no (unobserved) variables that influence the selection into treatment. 

Instead, Rosenbaum bounds provide evidence on the degree to which any significance results hinge 
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on this untestable assumption. Clearly, as noted by Rosenbaum, Becker and Caliendo and Gangl, if 

the results turn out to be very sensitive, the researcher might have to think about the validity of 

his/her identifying assumption and consider alternative estimation strategies. 

 

Guo and Fraser (chapter 8)
66

 nicely summarizes the issue of selection bias in relation to propensity 

score and matching estimators.  At the general level a valid application of these approaches requires 

broad knowledge and skill in regard to at least five points.  1. a thorough understanding of the 

sources of selection bias, 2.conducting a careful investigation of existing data and literature to 

identify all possible covariates that might affect selection and be used as covariates in for instance 

generating the propensity score (but similarly in the regression approaches).  3. develop an 

understanding of the fit between the data generation process and the assumptions in the propensity 

and (in particular) matching estimator model.  4.  provide cautious interpretations the findings in 

view of the assumptions, finally 5. conduct sensitivity analysis to gauge the level of sensitivity of 

findings to hidden bias. 

 

Table 12 shows the preliminary results of the Rosenbaum sensitivity analysis as implemented in 

rbound in Stata.  

 

Table 12:  (preliminary) Sensitivity analysis (Rosenbaum), PRS data 

 

Table 12 reports p-values from Wilcoxon signed ranks test for the averaged treatment effect for the 

treated while setting the level of hidden bias to a certain value of gamma. sig+ and sig+ refers to 

maximum and minimum of the p-value.  Gamma embeds the assumption about endogeneity in 

treatment assignment in terms of the odds ratio of differential treatment assignment due to an 

observed covariate
XXXVI

.  By comparing the Rosenbaum bounds on treatment effects at different 

                                                           
XXXVI

 Following the interpretation by DiPrete and Gang
69

. A similar interpretation is found in section 8.4 and 8.5 of Guo 

and Fraser
66
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levels of gamma it is possible to assess the strength such unmeasured influence must have in order 

that the estimated treatment effects from propensity score matching would have arisen purely 

through nonrandom assignment.  

From the second column it is seen that already for gamma at 1.05 we have to question the 

conclusion in table 10, i.e. it is attained if an unobserved covariate caused the odds ratio of 

treatment assignment to differ between treatment and control cases by a factor of about 1.05.  

Summary, conclusions and discussion 

From a Danish policy perspective there is considerable interest tied to trying to determine whether 

or not holders of employer paid health insurance experience lower sickness absence, in particular 

long term sickness.  This is no trivial task, however.  The following points underscore this – and 

also illustrate the strong and weak points of the present analysis. 

However, before delving into discussion points it should be noted that it has not been possible to 

show a sickness reducing effect on sickness absence regardless of econometric approach: Quantile 

regression, finite mixture model, or matching. 

First of all, theoretical models not only of sickness absence but also of how health insurance is 

likely to influence sickness absence are scarce, almost non-existent, in part because the issue is only 

particularly relevant in an institutional setting like the Danish
XXXVII

.  Here, two modeling 

approaches have been used:  one for sickness absence and (less rigorously) a moral hazard and 

access to health care interpretation of health insurance.  

In models of health insurance the issue is ex post moral hazard, i.e. „overconsumption‟ of health 

care due to HI and/or an access reason for holding HI. There is only scant evidence supporting the 

existence of ex post moral hazard for Danish employer paid HI, and hence a higher level of con-

sumption of health care that ideally should subsequently generate a lower level of long term 

sickness absence
XXXVIII

. The access issue is about a) faster access to treatment or medical 

certification, e.g. less waiting time, and b) possibly better coordinated care. As regards point a) 60% 

of the respondents in the PSR data indicate that this is the case in their experience, table 6A.   

                                                           
XXXVII

 But see for instance BUPA‟s homepage where (reduction) of sickness absence plays a prominent role:  

http://www.bupa.co.uk/business/all-business/business-health-insurance-2/health-insurance-benefits.  BUPA is the 

biggest British health insurance company.  BUPA also operates internationally – and has diversified into, among other 

things health care facilities. In Denmark BUPA owns IHI.  

XXXVIII
 There is a logical issue here, in particular as regards the use of cross sectional data:  Sickness absence ( in some 

cases) leads to use of health services , i.e sickness absence causes use of health services.  The question then is whether 

this utilization in a later period reduces sickness absence, for instance because of an operation in period 1.  This 

dynamic and relevant issue cannot be addressed with cross section data unless utilization and reasons for use are tracked 

to sickness absence using retrospective questions. Data of this nature has not been available for the analyses presented 

here.  

http://www.bupa.co.uk/business/all-business/business-health-insurance-2/health-insurance-benefits
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The discussion of ex post moral hazard clarifies that it cannot be HI per se that may generate lower 

sickness absence, but the actual use of services, i.e. HI at best is „enabler‟ and hence only has an 

indirect link to sickness absence that require diagnosis or treatment.  

Another issue is modeling sickness absence (regardless of HI).  To this end a „demand‟ function for 

sickness absence was developed based on explicit inclusion of health status and work environment. 

Eq. (5) was part of the reasoning behind the regression specification of determinants of sickness 

absence.  

The second point concerns specification of empirical models – a specification that, based on 

observable variables, should minimize selection bias.  This requires two things: theory and 

knowledge of the field and then relevant data. As regards the first the present analysis not only 

presents theoretical reasoning but also uses epidemiological results.   

The third issue then is relevant data.  Two survey data sets have been used here.  One of them, the 

PSR data, has several detailed questions addressing sickness absence and health insurance or use of 

health insurance. The PSR data set illustrates this.  For instance, if the answer to use of HI within 

the past 12 months, the next question was:  is it related to sickness absence. Without this 

supplementary question one might mistakenly conclude all use of HI as related to sickness absence.  

The fourth issue concerns choice of econometric models.  A core issue here is the possibility of 

interpreting the intervention variable in a causal sense.  In other words, is it permissible to claim 

that HI (or use of HI) „causes‟ lower sickness absence among HI-holder compared to non-holders. 

This in turn leads to selection based on observable covariates. Here the issue becomes how well do 

„corrective methods‟, i.e. propensity score or ordinary OLS handle selection bias and what are the 

embedded assumptions. For the camp that swears to propensity score + matching estimator, the 

question is the sensitivity to (possible) hidden bias from unobserved variables that are associated 

both with assignment to treatment, i.e. HI, and the outcome variable, i.e. sickness absence.  Propen-

sity-score matching estimators are not consistent estimators for treatment effects if the assignment 

to treatment is endogenous – in other word variables that affect the assignment process are also 

related to the relevant outcome.  Specifically, do firms who offer HI to employees (assignment) also 

have lower/higher sickness absence?  This points the possibility of an important source of hidden 

bias due to unobserved variables.   

No definitive judgment has been passed on this discussion. Instead both approaches have been used 

and a first go at testing for bias due to unobserved variables has been put in place.  For the PSR data 

they lead to the same conclusion, namely absence of effect of HI on sickness absence. As regards 

the HSR data the results are conflicting.   

The host of issues related to the estimation of the effect of a) HI and b) use of HI on sickness 

absence as is often the case with research raises more questions and answers. However, it is 

important to note that the issue can never be reduced to an econometric one: Common sense (is it 

really HI per se that …) and theory are important components in selection of covariates. 
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APPENDIX I 

 

Table A:  Q23 What is in your opinion the two most important reasons for the increasing 

popularity of employer paid health insurance?  

(n=1546, those who held HI). Question in HIS dataset (Prioritize 1 in the box next to the most 

important reason and 2 in the box next to the second most important reason) 

  

Reason Most 

important 

reason, % 

Second most 

important 

reason % 

Dissatisfaction with the public healthcare system   9.4% 15.3% 

It is a tax free fringe benefit which is free for the employee 18.5 15.3 

It gives access to treatment at private hospitals 17.4 19.4 

Less sickness absence due to quicker treatment 38.2 26.2 

Waiting times in the public healthcare system 13.7 29.2 

Co-payments in the public healthcare system 0.4 0.5 

None of these reasons 1.2 1.2 

 

Table B:  Regression results (OLS and quantile), HIS-dataset:  

(STATA, sqreg, 20 rep. for bootstrap). Significance levels indicated by stars, see below table 
 

Dependent: days of absence past 12 

months  OLS Median(q50) q25 q90 q95 

Characteristics of the 

employees Coef Coef Coef Coef Coef 

Health 

     Number of chronic diseases 1,1847 0,0730 0,0589 1,6134 1,0966 

Self rated health, really good=0 

     Good 0,7045 0,3231 0,1305 0,4729 0,5382 

Passing 4,3834 1,7886 0,5906 5,3616 10,6774 

bad & really bad 19,3065 6,9753 1,7373 50,4948 103,5984 

> 6 months illness/consequences of 

accidents etc0,  -4,2101 -0,2114 -0,1110 -3,2147 -29,4647 

Age 1 0,5150 0,2529 1,0640 1,5593 

Male (female=0) -0,1086 -0,0615 -0,0255 -0,1254 -0,1442 

No children <15 years -0,4339 -0,0268 -0,0270 -0,2128 0,3715 
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Dependent: days of absence past 12 

months  OLS Median(q50) q25 q90 q95 

 

Education 

     Skilled worker (unskilled =0) -2,3971 -0,038873 0,0574 -0,6176 -0,4297 

Semi-skilled -1,8539 -0,1461508 0,0644 -1,7370 -0,2376 

Junior college -2,0109 -0,079219 0,0251 -0,4950 -0,9667 

College -2,2229 0,2560131 0,2223 -0,6890 -1,3639 

University -3,1453 0,0580533 0,1566 -1,4317 -2,7082 

Mics0,  2,5289 1,0316 0,2180 2,0948 2,3998 

Gross income (< 1990,000 =0) 

     200-299,000 1,5444 1,2655 0,3368 2,4010 4,6534 

300-399,000 1,4172 0,9044 0,1785 1,7509 3,5389 

400-499,000 1,7729 0,8410 0,1686 1,2368 4,9405 

500-599,000 2,3619 0,7140 0,1868 1,8238 5,2767 

600-699,000 2,5474 0,4155 0,1444 0,4075 2,7409 

700-799,000 2,3159 1,0506 0,2719 2,8395 8,2658 

800,000 and upward 1,4065 0,8790 0,1573 1,4986 5,8676 

do not wish to reveal/don't know 2,2731 0,8922 0,1551 0,6796 3,1306 

No management responsibility 

(yes=0) 1,6620 0,7497 0,2897 0,8628 1,9807 

Characteristic of place of 

work 
     Public-private: 

     Public sector (private sector=0) -0,1041385 0,3078 0,1026 1,9038 2,2665 

Public company 0,7940 -0,2805 -0,2676 0,5643 2,7656 

Other/don't know 7,3622 -0,1117 -0,0041 2,9967 14,6841 

No0, of employees 

     5-9 employess (1-4=0) 0,7077 0,7897 0,2936 0,1915 -1,9361 

10-19  0,9145 0,5263 0,2116 0,1805 -2,7286 

20 - 49 0,1443 0,7632 0,1658 -0,4379 -2,4810 

50 - 99 0,7609 0,8955 0,2428 -0,5811 -3,8138 

100 - 249 2,2129 0,7715 0,2095 1,1415 -0,4724 

250 - 499 -0,0076 0,3473 0,2014 -0,6675 -2,4015 

> 500 2,0478 0,9230 0,3213 0,3213 -1,2552 

don't know 6,6469 -0,0431 0,0257 4,3714 2,0472 

Healht promotion at work  

     Sundhedsordning (yes=0) 0,6216 -0,0976 -0,0316 -0,2235 -1,8571 

don't know  -1,4097 0,1509 0,0565 -1,9581 -4,7904 
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Dependent: days of absence past 12 

months  OLS Median(q50) q25 q90 q95 

No, of physician contacts past 12 

month 0,8892 0,6281 0,2650 1,4878 1,4899 

No of A&E and outpatient 

contacts past 12 month 2,9797 0,9001 0,1777 3,4318 6,4405 

Hospitalized (no=0) 18,4364 6,7540 2,9023 67,3891 80,1568 

Use of physiotherapy 0,2471 0,1394 0,0232 0,8452 0,6324 

Use of Chiropractor  0,4355 0,1412 0,0414 0,1111 0,1652 

Healt insurance  

     No (yes=1) 1,4607 0,0280 0,0008 0,1882 1,5023 

Don't know 3,8258 -0,0414 -0,2890 3,0304 6,8638 

Used health insurance past 12 

months 

     No (yes =0) -1,8276 -0,4142 -0,1824 -2,6571 -0,8074 

Do not hold health insurane  -0,6367 -0,2756 -0,1607 -1,6994 0,6882 

_cons 3,1728 0,4638 0,0108 9,4607 36,4013 

R2 0,17 0.02 0.08 0.25 0.35 
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Table BB:  The full set of regression results for table 7A 

Dependent: days of absence 
past 12 months  Coef. Std. Err. z 

[95% 
Conf. Interval] Coef. Std. Err. z 

[95% 
Conf. Interval] 

Characteristics of the 
employees component1 (0.33)     component2 (0.67)       

Health 
     

  
    Number of chronic diseases -0.0298 0.0469 -0.63 -0.1216 0.0621 0.0520 0.0205 2.53 0.0118 0.0923 

Self rated health, really good=0 
     

  
    Good 0.7576 0.2661 2.85 0.2360 1.2792 0.1567 0.0689 2.28 0.0218 0.2917 

Passing 0.9642 0.2768 3.48 0.4217 1.5066 0.4033 0.0800 5.04 0.2465 0.5601 

bad & really bad 0.9346 0.3126 2.99 0.3220 1.5472 0.8200 0.1065 7.7 0.6112 1.0288 

> 6 months illness/consequences of 
accidents etc.  -0.7665 0.1578 -4.86 -1.0759 -0.4572 0.2624 0.0664 3.95 0.1324 0.3925 

Age -0.0015 0.0064 -0.23 -0.0139 0.0110 -0.0071 0.0024 -2.96 -0.0119 -0.0024 

Male (female=0) -0.2390 0.1296 -1.84 -0.4930 0.0150 -0.0615 0.0462 -1.33 -0.1520 0.0289 

Children living at home 
     

  
    1 child >13 years (no children >13=0) 0.3937 0.1802 2.18 0.0404 0.7469 0.0830 0.0587 1.41 -0.0320 0.1980 

2 children > 13 years 0.2824 0.1855 1.52 -0.0811 0.6460 0.1048 0.0575 1.82 -0.0080 0.2176 

> 2 children > 13 years of age 0.2229 0.3250 0.69 -0.4142 0.8599 0.1374 0.1027 1.34 -0.0638 0.3387 

Education 
     

  
    Skilled worker (unskilled =0) -0.4340 0.2289 -1.9 -0.8826 0.0146 -0.1571 0.0887 -1.77 -0.3309 0.0167 

Semi-skilled 0.1255 0.2579 0.49 -0.3800 0.6310 -0.1402 0.0987 -1.42 -0.3336 0.0531 

Junior college -0.1181 0.2264 -0.52 -0.5618 0.3257 -0.0247 0.0829 -0.3 -0.1873 0.1378 

College -0.0954 0.2076 -0.46 -0.5022 0.3114 -0.0905 0.0751 -1.2 -0.2378 0.0568 

University -0.2410 0.2386 -1.01 -0.7087 0.2267 0.0746 0.0806 0.93 -0.0834 0.2325 

Mics.  -0.6285 0.5639 -1.11 -1.7337 0.4766 -0.2902 0.1460 -1.99 -0.5764 -0.0041 

Gross income (< 100.000 =0) 
     

  
    100-199,000 1.0119 0.6854 1.48 -0.3315 2.3553 0.0488 0.1529 0.32 -0.2508 0.3484 

200-299,000 1.2964 0.6656 1.95 -0.0082 2.6010 0.3178 0.1411 2.25 0.0412 0.5944 

300-399,000 1.3413 0.6657 2.02 0.0367 2.6460 0.3704 0.1425 2.6 0.0910 0.6497 

400-499,000 1.3984 0.6921 2.02 0.0420 2.7548 0.1788 0.1490 1.2 -0.1133 0.4709 

500-599,000 1.5558 0.7026 2.21 0.1787 2.9328 0.2908 0.1568 1.85 -0.0166 0.5981 

600-699,000 1.2537 0.7638 1.64 -0.2434 2.7507 0.0439 0.1739 0.25 -0.2970 0.3848 

700-799,000 1.7708 0.7548 2.35 0.2914 3.2501 -0.1842 0.2100 -0.88 -0.5958 0.2274 

800,000 and upward 1.4968 0.7946 1.88 -0.0607 3.0543 -0.1733 0.1911 -0.91 -0.5478 0.2013 

do not wish to reveal/don't know 1.3965 0.6763 2.06 0.0709 2.7221 0.0886 0.1529 0.58 -0.2110 0.3882 

Form of remuneration 
     

  
    By the hour (salaried =0) 0.2623 0.2051 1.28 -0.1397 0.6644 -0.1303 0.0865 -1.51 -0.2997 0.0392 

Base pay and performance 
related/piece work  -0.3363 0.2750 -1.22 -0.8753 0.2027 -0.0590 0.0874 -0.67 -0.2304 0.1124 

No management responsibility 
(yes=0) 0.1860 0.1766 1.05 -0.1600 0.5321 0.2512 0.0620 4.05 0.1297 0.3728 
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Characteristic of place of work 
     

  
    Public-private: 

     
  

    Public sector (private sector=0) -0.1273 0.1576 -0.81 -0.4362 0.1816 0.0950 0.0574 1.66 -0.0175 0.2075 

Public company 0.3717 0.3405 1.09 -0.2957 1.0391 -0.3025 0.1990 -1.52 -0.6925 0.0875 

Other/don't know -1.3366 0.6722 -1.99 -2.6541 -0.0190 0.5659 0.1465 3.86 0.2788 0.8530 

No. of employees 
     

  
    5-9 employess (1-4=0) -0.2014 0.3560 -0.57 -0.8991 0.4963 0.5865 0.1365 4.3 0.3189 0.8541 

10-19  -0.1447 0.3462 -0.42 -0.8233 0.5339 0.4216 0.1366 3.09 0.1538 0.6894 

20 - 49 -0.4516 0.3306 -1.37 -1.0995 0.1963 0.5091 0.1279 3.98 0.2584 0.7599 

50 - 99 0.0097 0.3287 0.03 -0.6346 0.6539 0.4805 0.1300 3.7 0.2257 0.7352 

100 - 249 0.1118 0.3267 0.34 -0.5286 0.7521 0.5845 0.1307 4.47 0.3283 0.8408 

250 - 499 -0.3330 0.3996 -0.83 -1.1162 0.4501 0.5593 0.1456 3.84 0.2740 0.8447 

> 500 -0.2843 0.3240 -0.88 -0.9192 0.3507 0.4796 0.1265 3.79 0.2318 0.7275 

don't know -0.8674 0.5044 -1.72 -1.8561 0.1212 0.6936 0.1685 4.12 0.3633 1.0240 

Healht promotion at work  
     

  
    Sundhedsordning (yes=0) -0.0402 0.1541 -0.26 -0.3422 0.2619 -0.0128 0.0470 -0.27 -0.1049 0.0794 

don't know  0.2674 0.2419 1.11 -0.2068 0.7415 -0.1291 0.0946 -1.36 -0.3146 0.0564 

Written policy on sicness absence 
     

  
    No (yes=0) -0.0594 0.1607 -0.37 -0.3744 0.2556 -0.1025 0.0583 -1.76 -0.2167 0.0116 

Don't know -0.1688 0.1651 -1.02 -0.4924 0.1549 0.0209 0.0523 0.4 -0.0816 0.1235 

Ever called to interview about 
sickness absence (yes=0) 

     
  

    No -0.7687 0.1363 -5.64 -1.0359 -0.5015 -0.5596 0.0555 -10.1 -0.6684 -0.4509 

Overall satisfaction with place of 
work 

     
  

    Rather satisfied (very =0) -0.2143 0.1643 -1.3 -0.5364 0.1077 0.0524 0.0553 0.95 -0.0560 0.1608 

Satisfied 0.1826 0.1692 1.08 -0.1491 0.5143 0.0508 0.0598 0.85 -0.0664 0.1680 

Dissatisfied 0.6059 0.2144 2.83 0.1857 1.0262 0.2435 0.0883 2.76 0.0705 0.4166 

Rather and very dissatisfied 0.7661 0.3012 2.54 0.1757 1.3565 0.2935 0.1239 2.37 0.0506 0.5363 

Physicially demanding type of work 
(always=0) 

     
  

    often -0.2394 0.2258 -1.06 -0.6819 0.2031 0.0698 0.0991 0.7 -0.1244 0.2640 

now and then -0.0964 0.2219 -0.43 -0.5312 0.3385 0.0571 0.0915 0.62 -0.1223 0.2365 

never -0.2862 0.2254 -1.27 -0.7279 0.1554 0.1730 0.0954 1.81 -0.0140 0.3600 

Work pile up if absent (always=0= 
     

  
    _Often  -0.0608 0.2044 -0.3 -0.4615 0.3399 0.1707 0.0798 2.14 0.0144 0.3270 

now and then -0.1837 0.1872 -0.98 -0.5506 0.1832 -0.0803 0.0750 -1.07 -0.2273 0.0666 

never -0.4281 0.1925 -2.22 -0.8054 -0.0507 -0.1632 0.0750 -2.18 -0.3102 -0.0163 

Physically exhausting (always=0) 
     

  
    _Often -0.7988 0.2211 -3.61 -1.2321 -0.3654 0.0036 0.1078 0.03 -0.2077 0.2149 

now and then -0.6828 0.2195 -3.11 -1.1131 -0.2525 -0.0278 0.1069 -0.26 -0.2374 0.1818 

never -0.8585 0.2401 -3.58 -1.3291 -0.3879 -0.0358 0.1125 -0.32 -0.2563 0.1846 

No. of physician contacts past 12 
month 0.3723 0.0808 4.61 0.2140 0.5306 0.1841 0.0288 6.4 0.1277 0.2404 
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No of A&E and outpatient contacts 
past 12 month 0.1937 0.1127 1.72 -0.0271 0.4146 0.2902 0.0408 7.12 0.2103 0.3701 

Hospitalized (no=0) 1.0493 0.1364 7.69 0.7820 1.3167 0.4963 0.0772 6.43 0.3451 0.6476 

Used health insurance past 12 
months 

     
  

    No (yes =0) -0.4160 0.2060 -2.02 -0.8196 -0.0123 -0.0898 0.0734 -1.22 -0.2336 0.0540 

Do not hold health insurance  -0.1761 0.1954 -0.9 -0.5591 0.2069 -0.2345 0.0752 -3.12 -0.3819 -0.0870 

_cons 2.1059 0.8808 2.39 0.3796 3.8321 0.5492 0.2728 2.01 0.0145 1.0839 

  
          2  

component 
Negative 
Binomial-1 regression 

Number of 
obs = 3997 

  

Wald 
chi2(124) = 1829.75 

Log likelihood = -
9668.8052 Prob > chi2 = 0 
 

/imlogitpi1 -0.705 0.102 -6.93 0 -0.90451 -0.50545 

/lndelta1 3.85734 0.112 34.52 0 3.638305 4.076369 

/lndelta2 0.49818 0.111 4.47 0 0.279805 0.716556 

       delta1 47.3391 5.29 
  

38.02734 58.93111 

delta2 1.64572 0.183 
  

1.322871 2.04737 

pi1 0.33071 0.023 
  

0.288125 0.37626 

pi2 0.66929 0.023 
  

0.62374 0.711876 
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Table BBB:  The full set of regression results for table 7A 

  Component 1 (0.33)   Component2 (0.67)   

Dependent: days of absence past 12 
months  Coef. 

Std. 
Err. P>|z| 

[95% 
Conf. Interval] Coef. 

Std. 
Err. P>|z| 

[95% 
Conf. Interval] 

Characteristics of the employees 
     

  
    Health 

     
  

    

Number of chronic diseases 
-

0.0329 0.0469 0.483 -0.1248 0.0590 0.0522 0.0200 0.009 0.0130 0.0914 

Self rated health, really good=0 
     

  
    Good 0.7300 0.2646 0.006 0.2113 1.2487 0.1529 0.0683 0.025 0.0191 0.2866 

Passing 0.9600 0.2745 0 0.4219 1.4981 0.3974 0.0795 0 0.2415 0.5532 

bad & really bad 0.9064 0.3140 0.004 0.2909 1.5219 0.8284 0.1057 0 0.6212 1.0356 

> 6 months illness/consequences of 
accidents etc.  

-
0.8392 0.1553 0 -1.1437 -0.5347 0.2767 0.0645 0 0.1503 0.4031 

Age 
-

0.0020 0.0063 0.755 -0.0142 0.0103 
-

0.0070 0.0024 0.003 -0.0118 -0.0023 

Male (female=0) 
-

0.2444 0.1306 0.061 -0.5003 0.0116 
-

0.0595 0.0451 0.187 -0.1479 0.0289 

Children living at home 
     

  
    1 child >13 years (no children >13=0) 0.3817 0.1782 0.032 0.0325 0.7310 0.0906 0.0576 0.116 -0.0223 0.2036 

2 children > 13 years 0.2711 0.1906 0.155 -0.1024 0.6447 0.1098 0.0572 0.055 -0.0024 0.2220 

> 2 children > 13 years of age 0.2575 0.3249 0.428 -0.3793 0.8944 0.1448 0.1021 0.156 -0.0553 0.3450 

Education 
     

  
    

Skilled worker (unskilled =0) 
-

0.3826 0.2290 0.095 -0.8313 0.0662 
-

0.1630 0.0868 0.06 -0.3331 0.0070 

Semi-skilled 0.1503 0.2616 0.566 -0.3625 0.6631 
-

0.1418 0.0993 0.153 -0.3364 0.0527 

Junior college 
-

0.0954 0.2287 0.677 -0.5437 0.3529 
-

0.0235 0.0826 0.776 -0.1853 0.1383 

College 
-

0.0750 0.2091 0.72 -0.4849 0.3349 
-

0.0926 0.0742 0.212 -0.2381 0.0529 

University 
-

0.2167 0.2422 0.371 -0.6914 0.2581 0.0722 0.0798 0.366 -0.0842 0.2286 

Mics.  
-

0.5360 0.5416 0.322 -1.5974 0.5254 
-

0.3061 0.1462 0.036 -0.5926 -0.0196 

Gross income (< 100.000 =0) 
     

  
    100-199,000 1.0069 0.6988 0.15 -0.3627 2.3765 0.0516 0.1526 0.735 -0.2475 0.3507 

200-299,000 1.3108 0.6785 0.053 -0.0191 2.6406 0.3161 0.1408 0.025 0.0402 0.5920 

300-399,000 1.3289 0.6775 0.05 0.0011 2.6568 0.3780 0.1419 0.008 0.0999 0.6562 

400-499,000 1.4243 0.7019 0.042 0.0485 2.8000 0.1823 0.1486 0.22 -0.1089 0.4735 

500-599,000 1.6160 0.7139 0.024 0.2169 3.0151 0.2974 0.1564 0.057 -0.0091 0.6039 

600-699,000 1.2347 0.7771 0.112 -0.2884 2.7577 0.0539 0.1733 0.756 -0.2857 0.3935 

700-799,000 1.7838 0.7655 0.02 0.2834 3.2842 
-

0.1821 0.2101 0.386 -0.5940 0.2298 

800,000 and upward 1.4121 0.8105 0.081 -0.1764 3.0006 
-

0.1530 0.1920 0.425 -0.5293 0.2232 

do not wish to reveal/don't know 1.4107 0.6886 0.041 0.0610 2.7604 0.0973 0.1522 0.523 -0.2011 0.3956 
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Form of remuneration 
     

  
    

By the hour (salaried =0) 0.2135 0.2046 0.297 -0.1875 0.6146 
-

0.1201 0.0858 0.162 -0.2882 0.0480 

Base pay and performance 
related/piece work  

-
0.3428 0.2697 0.204 -0.8715 0.1858 

-
0.0604 0.0872 0.488 -0.2313 0.1104 

No management responsibility (yes=0) 0.2113 0.1761 0.23 -0.1339 0.5564 0.2471 0.0610 0 0.1275 0.3667 

Characteristic of place of work 
     

  
    Public-private: 

     
  

    

Public sector (private sector=0) 
-

0.1494 0.1568 0.341 -0.4567 0.1580 0.0954 0.0565 0.091 -0.0153 0.2061 

Public company 0.3254 0.3285 0.322 -0.3184 0.9693 
-

0.2738 0.1907 0.151 -0.6476 0.1001 

Other/don't know 
-

1.3923 0.6647 0.036 -2.6950 -0.0896 0.5682 0.1458 0 0.2825 0.8539 

No. of employees 
     

  
    

5-9 employess (1-4=0) 
-

0.1893 0.3668 0.606 -0.9082 0.5296 0.5733 0.1365 0 0.3058 0.8407 

10-19  
-

0.1343 0.3472 0.699 -0.8147 0.5461 0.4173 0.1363 0.002 0.1501 0.6844 

20 - 49 
-

0.4772 0.3382 0.158 -1.1401 0.1856 0.5093 0.1276 0 0.2592 0.7594 

50 - 99 
-

0.0137 0.3341 0.967 -0.6685 0.6410 0.4750 0.1298 0 0.2206 0.7295 

100 - 249 0.0794 0.3324 0.811 -0.5721 0.7308 0.5843 0.1301 0 0.3292 0.8394 

250 - 499 
-

0.2483 0.3887 0.523 -1.0101 0.5135 0.5470 0.1415 0 0.2696 0.8244 

> 500 
-

0.2997 0.3320 0.367 -0.9504 0.3510 0.4832 0.1262 0 0.2359 0.7305 

don't know 
-

0.8744 0.5150 0.09 -1.8839 0.1351 0.6857 0.1677 0 0.3571 1.0143 

Healht promotion at work  
     

  
    

Sundhedsordning (yes=0) 
-

0.0383 0.1520 0.801 -0.3362 0.2597 
-

0.0106 0.0468 0.82 -0.1023 0.0810 

don't know  0.2663 0.2479 0.283 -0.2196 0.7522 
-

0.1361 0.0972 0.161 -0.3267 0.0544 

Written policy on sicness absence 
     

  
    

No (yes=0) 
-

0.0717 0.1581 0.65 -0.3817 0.2382 
-

0.0958 0.0577 0.097 -0.2089 0.0173 

Don't know 
-

0.1600 0.1665 0.337 -0.4862 0.1663 0.0266 0.0517 0.608 -0.0748 0.1280 

Ever called to interview about sickness 
absence (yes=0) 

     
  

    

No 
-

0.7807 0.1396 0 -1.0543 -0.5070 
-

0.5586 0.0551 0 -0.6667 -0.4506 

Overall satisfaction with place of work 
     

  
    

Rather satisfied (very =0) 
-

0.1931 0.1634 0.237 -0.5134 0.1272 0.0573 0.0553 0.3 -0.0510 0.1656 

Satisfied 0.2214 0.1700 0.193 -0.1119 0.5547 0.0511 0.0599 0.393 -0.0663 0.1685 

Dissatisfied 0.6445 0.2171 0.003 0.2189 1.0700 0.2562 0.0873 0.003 0.0850 0.4273 

Rather and very dissatisfied 0.8164 0.2992 0.006 0.2300 1.4028 0.2984 0.1233 0.016 0.0567 0.5401 
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Physicially demanding type of work 
(always=0) 

     
  

    

often 
-

0.2529 0.2274 0.266 -0.6987 0.1928 0.0636 0.0977 0.515 -0.1280 0.2552 

now and then 
-

0.1133 0.2230 0.612 -0.5503 0.3238 0.0510 0.0916 0.578 -0.1285 0.2306 

never 
-

0.3102 0.2260 0.17 -0.7532 0.1327 0.1624 0.0953 0.088 -0.0244 0.3491 

Work pile up if absent (always=0= 
     

  
    

_Often  
-

0.0452 0.2022 0.823 -0.4415 0.3512 0.1652 0.0786 0.036 0.0112 0.3191 

now and then 
-

0.2217 0.1840 0.228 -0.5822 0.1389 
-

0.0782 0.0739 0.29 -0.2230 0.0667 

never 
-

0.4343 0.1914 0.023 -0.8094 -0.0593 
-

0.1654 0.0750 0.027 -0.3124 -0.0183 

Physically exhausting (always=0) 
     

  
    

_Often 
-

0.7903 0.2256 0 -1.2325 -0.3481 
-

0.0043 0.1074 0.968 -0.2147 0.2062 

now and then 
-

0.6404 0.2240 0.004 -1.0795 -0.2014 
-

0.0364 0.1067 0.733 -0.2455 0.1726 

never 
-

0.8044 0.2424 0.001 -1.2796 -0.3293 
-

0.0491 0.1116 0.66 -0.2679 0.1697 

No. of physician contacts past 12 
month 0.3757 0.0808 0 0.2174 0.5341 0.1878 0.0280 0 0.1329 0.2426 

No of A&E and outpatient contacts past 
12 month 0.2081 0.1080 0.054 -0.0036 0.4198 0.2919 0.0392 0 0.2152 0.3687 

Hospitalized (no=0) 1.0686 0.1362 0 0.8018 1.3355 0.4877 0.0741 0 0.3424 0.6329 

Healt insurance  
     

  
    

No (yes=1) 
-

0.0802 0.1549 0.604 -0.3838 0.2233 0.1608 0.0537 0.003 0.0555 0.2660 

_cons 1.9615 0.8933 0.028 0.2108 3.7123 0.3094 0.2695 0.251 -0.2188 0.8375 

 

regression 
Number of 
obs = 3997 

 

Wald 
chi2(122) = 1839.7 

 
Prob > chi2 = 0 

 

delta1 47.6473 5.35 38.235 59.3761 

delta2 1.65312 0.173 1.3467 2.02924 

pi1 0.3302 0.021 0.2902 0.37277 

pi2 0.6698 0.021 0.6272 0.70976 
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Table C:  Propensity score for health insurance (1=success).  HIS data set 

Characteristics of the 

employees 
Odds 

Ratio Std. Err. z P>|z| 95% Conf.  Interval 

Health 

      
Number of chronic diseases 0,9720 0,05 -0,540 0,586 0,8777 1,0766 

Self rated health, really good=0 

      
Good 1,4265 0,1917 2,640 0,008 1,0961 1,8564 

Passing 0,9950 0,1643 -0,030 0,976 0,7198 1,3752 

bad & really bad 1,2334 0,3455 0,750 0,454 0,7123 2,1358 

> 6 months illness/accidents e 0,9636 0,1149 -0,310 0,756 0,7628 1,2173 

Age 0,9956 0,0044 -1,010 0,315 0,9869 1,0042 

Male (female=0) 1,1654 0,1219 1,460 0,143 0,9493 1,4307 

Education 

      
Skilled worker (unskilled =0) 1,2973 0,2199 1,540 0,125 0,9306 1,8086 

Semi-skilled 0,7635 0,1735 -1,190 0,235 0,4891 1,1919 

Junior college 1,3855 0,2398 1,880 0,060 0,9869 1,9452 

College 0,9568 0,1583 -0,270 0,789 0,6918 1,3233 

University 0,8955 0,1649 -0,600 0,549 0,6242 1,2848 

Mics,  0,9246 0,4022 -0,180 0,857 0,3941 2,1690 

Gross income (< 199,000 =0) 

      200-299,000 3,3247 1,1931 3,350 0,001 1,6456 6,7175 

300-399,000 5,9450 2,0702 5,120 0,000 3,0043 1,1764 

400-499,000 6,6552 2,3809 5,300 0,000 3,3009 1,3418 

500-599,000 6,8754 2,5557 5,190 0,000 3,3181 1,4246 

600-699,000 1,6261 6,8616 6,610 0,000 7,1113 3,7181 

700-799,000 1,0942 5,2413 5,000 0,000 4,2796 2,7979 

800,000 and upward 1,3296 5,7396 5,990 0,000 5,7054 3,0986 

do not wish to reveal/don't know 4,7700 1,7414 4,280 0,000 2,3322 9,7558 

Place of work 

      Public-private: 

      
Public sector (private sector=0) 0,0331 0,0049 -23,150 0,000 0,0248 0,0441 

Public company 0,2838 0,0584 -6,120 0,000 0,1896 0,4249 

Other/don't know 0,2346 0,0987 -3,450 0,001 0,1029 0,5350 

No. of employees 

      5-9 employees (1-4=0) 2,8984 0,6552 4,710 0,000 1,8610 4,5141 

10-19  5,2432 1,1225 7,740 0,000 3,4463 7,9768 

20 - 49 4,9081 0,9682 8,060 0,000 3,3343 7,2248 

50 - 99 7,0098 1,5135 9,020 0,000 4,5912 10,7026 
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Characteristics of the 

employees 
Odds 

Ratio Std. Err. z P>|z| 95% Conf.  Interval 

100 - 249 7,4167 1,5649 9,500 0,000 4,9047 11,2153 

250 - 499 11,5280 2,7254 10,340 0,000 7,2529 18,3228 

> 500 10,1567 2,0349 11,570 0,000 6858208,0000 15,0416 

don't know 0,5178 0,3459 -0,990 0,325 0,1398 1,9181 

Healht promotion at work  

      Sundhedsordning (yes=0) 0,3153 0,0346 -10,530 0,000 0,2543 0,3908 

Union-membership  

      LO (not member=0= 0,7114 0,1083 -2,240 0,025 0,5279 0,9587 

FTF 1,5877 0,2816 2,610 0,009 1,1215 2,2477 

AC 0,5585 0,1251 -2,600 0,009 0,3600 0,8664 

Miscel. 1,0471 0,1367 0,350 0,724 0,8108 1,3524 

Pseudo R2:  0.37 

Documenter in STATA/propensity-hi N=3265 

 

Table D: PSM balancing test, HIS- data set 

Variable Sample 

Mean 

Treated Control 

%reduct 

%bias   |bias| 

t-test 

t      p>|t| 

No.of chronic 
diseases 

Unmatched .92015   .98561 -5.7 -1.63  0.103 

 

Matched .92921    .9552 -2.3    60.3 -0.50  0.619 

Good health Unmatched .61369    .5355 15.9  4.52  0.000 

 

Matched .59319   .60036 -1.5    90.8 -0.35  0.730 

Passing Unmatched .19011    .2413 -12.5 -3.53  0.000 

 

Matched .19355   .20012 -1.6    87.2 -0.39  0.696 

bad & really bad Unmatched .03498   .04362 -4.4 -1.25  0.210 

 

Matched .04032   .03196 4.3     3.2  1.06  0.290 

> 6 months illness  Unmatched .75285   .72251 6.9  1.96  0.050 

 

Matched .7500    .76912 -4.3    37.0 -1.06  0.291 

Male Unmatched .43574   .53689 -20.3 -5.81  0.000 

 

Matched .43548   .44235 -1.4    93.2 -0.33  0.744 

age Unmatched 43.862   45.356 -13.0 -3.66  0.000 

 

Matched 44.262   44.111 1.3    89.9  0.32  0.750 

Skilled worker Unmatched .18099   .12065 16.9  4.93  0.000 

 

Matched .18817   .18967 -0.4    97.5 -0.09  0.928 

Semi-skilled Unmatched .05095   .08167 -12.4 -3.44  0.001 

 

Matched .05556   .06243 -2.8    77.6 -0.69  0.491 

Junior Coll. Unmatched .15589   .10487 15.2  4.43  0.000 

 

Matched .14964   .12903 6.1    59.6  1.41  0.160 

College Unmatched .22281   .32019 -22.0 -6.21  0.000 

 

Matched .21953   .20759 2.7    87.7  0.69  0.491 
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Variable Sample 

Mean 

Treated Control 

%reduct 

%bias   |bias| 

t-test 

t      p>|t| 

University Unmatched .19848   .17865 5.1  1.46  0.146 

 

Matched .18548     .181 1.1    77.4  0.27  0.785 

Misc. Unmatched .01673   .01671 0.0  0.01  0.996 

 

Matched .01703   .02897 -9.3-48267.0 -1.88  0.060 

200-299,000 Unmatched .11711   .23527 -31.4 -8.69  0.000 

 

Matched .12455   .11022 3.8    87.9  1.05  0.293 

300-399,000 Unmatched .30570   .32111 -3.3 -0.95  0.343 

 

Matched .32258   .33303 -2.3    32.2 -0.53  0.599 

400-499,000 Unmatched .20989   .15638 13.9  4.02  0.000 

 

Matched .21147   .22461 -3.4    75.4 -0.75  0.452 

500-599,000 Unmatched .09886   .06357 12.9  3.79  0.000 

 

Matched .09857   .07527 8.5    34.0  1.95  0.051 

600-699,000 Unmatched .07529    .0232 24.2  7.40  0.000 

 

Matched .05287   .04809 2.2    90.8  0.52  0.606 

700-799,000 Unmatched .03726   .01346 15.2  4.60  0.000 

 

Matched .02957   .03286 -2.1    86.2 -0.45  0.656 

>= 800,000 Unmatched .04867   .02227 14.3  4.28  0.000 

 

Matched .0448   .05556 -5.8    59.3 -1.16  0.245 

Do not reveal  Unmatched .09734   .10951 -4.0 -1.14  0.256 

 

Matched .10573    .1132 -2.5    38.7 -0.56  0.572 

Public sector Unmatched .07605   .55545 -120.3 -32.28  0.000 

 

Matched .07796   .07736 0.1    99.9  0.05  0.958 

Public compa. Unmatched .04259   .03387 4.5  1.32  0.188 

 

Matched .04659   .03913 3.9    14.3  0.87  0.384 

do not know Unmatched .0076   .02227 -12.1 -3.27  0.001 

 

Matched .00896   .00687 1.7    85.7  0.56  0.577 

5-9 employees Unmatched .05779   .07749 -7.8 -2.21  0.027 

 

Matched .06362   .06302 0.2    97.0  0.06  0.954 

10-19 Unmatched .09962   .10812 -2.8 -0.79  0.428 

 

Matched .11201    .1132 -0.4    85.9 -0.09  0.929 

20-50  Unmatched .15513   .18283 -7.4 -2.10  0.036 

 

Matched .17115   .16189 2.5    66.6  0.59  0.557 

50-99 Unmatched .12395   .12575 -0.5 -0.16  0.876 

 

Matched .13351   .13471 -0.4    33.6 -0.08  0.934 

100-249 Unmatched .14981   .12854 6.1  1.77  0.077 

 

Matched .16129   .17503 -4.0    35.4 -0.87  0.386 

250-499 Unmatched .10875   .04872 22.4  6.70  0.000 

 

Matched .08692   .07198 5.6    75.1  1.30  0.192 

>=500 Unmatched .25475   .15545 24.8  7.24  0.000 

 

Matched .21505   .22043 -1.3    94.6 -0.31  0.758 

do not now Unmatched .00304   .03712 -24.5 -6.37  0.000 

 

Matched .00269   .00358 -0.6    97.4 -0.38  0.705 

Yes, healt pro Unmatched .55475   .79046 -51.9 1476 0000 

 

Matched .61201   .60364 1.8    96.5  0.40  0.686 

LO Unmatched .25991   .32711 -14.8 -4.19  0.000 
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Variable Sample 

Mean 

Treated Control 

%reduct 

%bias   |bias| 

t-test 

t      p>|t| 

 

Matched .28136   .32198 -8.9    39.6 -2.09  0.037 

FTF Unmatched .09832   .12832 -9.5 -2.67  0.008 

 

Matched .08871   .05346 11.1   -17.5  3.25  0.001 

AC Unmatched .04345   .07979 -15.2 -4.19  0.000 

 

Matched .04749   .03973 3.2    78.6  0.90  0.369 

Misc  Unmatched .34756   .27671 15.3  4.41  0.000 

 

Matched .3414   .38471 -9.4    38.9 -2.13  0.033 

 

Table E:  Summary of PSM balancing test, HSI data set 

Sample Pseudo R2 LR chi2 p>chi2 

    Unmatched 0.368 1594.30 0.000 

Matched 0.015 45.98 0.148 

 

Table F:  Treatment effect – HIS data set 

Variable Sample Treated Controls Difference S.E. T-stat 

       Days of sickness absence Unmatched 7,10 9,54 -2,44 .95750479 -2.55 

the past 12 months  ATT 7,09 9,31 -2,22 1,661 -1.34 

 

ATU 9,37 6,56 -2,82 . . 

 

ATE 

  

-2,59 . . 

 

Table G:  Balancing tests, PSR data set 

Variable Sample 

Mean 

Treated Control %bias 

%reduct 

 |bias| 

t-test 

t    p>|t| 

      

 

Matched .73465   .74878 -1.2 91.1 -0.35  0.726 

Chronic diseases Unmatched .72679   .88579 -13.8 

 

-4.18  0.000 

Good health Unmatched .59184   .53955 10.6 

 

3.24  0.001 

 

Matched .59868   .59381 1.0 90.7 0.26  0.795 

Passing Unmatched .20145    .2502 -11.7 

 

-3.55  0.000 

 

Matched .20541   .20102 1.1 91.0 0.28  0.776 

Bad/really bad Unmatched .03094   .05287 -11.0 

 

-3.27  0.001 

 

Matched .02924   .03509 -2.9 73.3 -0.87  0.386 

> 6 month of illness Unmatched .82225     .795 6.9 

 

2.11   0.035 

 

Matched .82383   .82822 -1.1 83.9 -0.30  0.762 

age Unmatched 41.701   42.622 -8.2 

 

-2.46  0.014 

 

Matched 41.784   42.053 -2.4 70.8 -0.65  0.513 

Male Unmatched .605   .47498 26.3 

 

8.05   0.000 
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Variable Sample 

Mean 

Treated Control %bias 

%reduct 

 |bias| 

t-test 

t    p>|t| 

 

Matched .59942   .60307 -0.7 97.2 -0.20  0.845 

Skulled worker Unmatched .15734   .11864 11.2 

 

3.50   0.000 

 

Matched .15497   .14766 2.1 81.1 0.53   0.594 

semi-skilled Unmatched .06583   .08111 -5.9 

 

-1.78  0.076 

 

Matched .06652   .07286 -2.4 58.5 -0.65  0.515 

junior college Unmatched .15537   .11178 12.8 

 

4.01   0.000 

 

Matched .15058   .17861 -8.3 35.7 -1.98  0.048 

college Unmatched .23173    .3301 -22.0 

 

-6.67  0.000 

 

Matched .23684   .22466 2.7 87.6 0.76   0.450 

university Unmatched .2528   .19451 14.0 

 

4.35   0.000 

 

Matched .25439    .2539 0.1 99.2 0.03   0.977 

Misc.  Unmatched .02567   .03672 -6.4 

 

-1.91  0.056 

 

Matched .02632   .01974 3.8 40.5 1.15   0.251 

100-199,000 Unmatched .02633   .08354 -25.3 

 

-7.34  0.000 

 

Matched .02924   .03484 -2.5 90.2 -0.83  0.405 

200-299,000 Unmatched .09151   .17151 -23.8 

 

-7.09  0.000 

 

Matched .08333   .09211 -2.6 89.0 -0.81  0.418 

300-399,000 Unmatched .26136   .27845 -3.9 

 

-1.18  0.239 

 

Matched .26974   .25755 2.7 28.7 0.72   0.470 

400-499,000 Unmatched .21593   .15456 15.8 

 

4.94   0.000 

 

Matched .22368    .2288 -1.3 91.7 -0.32  0.749 

500-599,000 Unmatched .09809   .06699 11.3 

 

3.55   0.000 

 

Matched .10526   .09454 3.9 65.5 0.93   0.350 

600-699,000 Unmatched .08558   .03067 23.6 

 

7.68   0.000 

 

Matched .07749   .07846 -0.4 98.2 -0.10  0.924 

700-799,000 Unmatched .03292   .01816 9.4 

 

2.98   0.003 

 

Matched .03289   .04288 -6.3 32.3 -1.37  0.171 

>800,000 Unmatched .06978   .02663 20.2 

 

6.56   0.000 

 

Matched .05775   .06433 -3.1 84.8 -0.72  0.472 

Don't reveal Unmatched .1106   .11985 -2.9 

 

-0.89  0.376 

 

Matched .11184   .09625 4.9 -68.5 1.34   0.182 

Hourly pay Unmatched .08361   .18483 -30.0 

 

-8.87  0.000 

 

Matched .08626   .08845 -0.7 97.8 -0.20  0.839 

base pay and piece 

reat 

Unmatched .08427   .07829 2.2 

 

0.67   0.500 

 

Matched .08114    .0809 0.1 95.9 0.02   0.981 

Public sector Unmatched .08887   .53511 -

109.9  

-31.83  0.000 

 

Matched .09868   .08821 2.6 97.7 0.94   0.347 

Public company Unmatched .02567   .02946 -2.3 

 

-0.70  0.482 

 

Matched .02778   .03558 -4.8 -106.0 -1.16  0.244 

Don't now Unmatched .01053   .02179 -8.9 

 

-2.64  0.008 

 

Matched .01096    .0173 -5.0 43.7 -1.40  0.161 

5-9 employees Unmatched .05727   .07587 -7.5 

 

-2.26  0.024 

 

Matched .05848   .05117 2.9 60.7 0.84   0.401 

10-19 Unmatched .08361   .11905 -11.8 

 

-3.54  0.000 

 

Matched .08553   .08991 -1.5 87.6 -0.41  0.685 

20-49 Unmatched .14812   .16384 -4.3 

 

-1.32  0.186 

 

Matched .15351   .15936 -1.6 62.8 -0.42  0.674 

50-99 Unmatched .11126   .13358 -6.8 

 

-2.07  0.038 

 

Matched .1155   .12329 -2.4 65.1 -0.63  0.530 
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Variable Sample 

Mean 

Treated Control %bias 

%reduct 

 |bias| 

t-test 

t    p>|t| 

100-249 Unmatched .14417   .11299 9.3 

 

2.90   0.004 

 

Matched .14547   .12622 5.8 38.3 1.47   0.142 

200-499 Unmatched .10138   .05811 16.0 

 

5.07   0.000 

 

Matched .09064   .10404 -5.0 69.0 -1.18  0.237 

> 500 Unmatched .29427   .20016 21.9 

 

6.84   0.000 

 

Matched .28947   .28801 0.3 98.4 0.08   0.933 

Don't know Unmatched .00461   .03471 -21.8 

 

-6.15  0.000 

 

Matched .00439   .00634 -1.4 93.5 -0.70  0.485 

Health promotion Unmatched .41475   .70541 -61.2 

 

-18.97  0.000 

 

Matched .45249   .44834 0.9 98.6 0.22   0.828 

Don't know Unmatched .04542   .08111 -14.7 

 

-4.37  0.000 

 

Matched .04459    .0597 -6.2 57.7 -1.78  0.076 

Physically demanding, 

often 

Unmatched .079   .15819 -24.7 

 

-7.32  0.000 

 

Matched .08114   .07651 1.4 94.2 0.45   0.653 

now and then Unmatched .22251   .29298 -16.2 

 

-4.91  0.000 

 

Matched .22807   .22027 1.8 88.9 0.49   0.625 

never Unmatched .63989   .44592 39.7 

 

12.13  0.000 

 

Matched .6345   .62719 1.5 96.2 0.40   0.692 

Work pile of, often Unmatched .13364   .14165 -2.3 

 

-0.71  0.477 

 

Matched .13085   .13621 -1.6 33.0 -0.41  0.680 

now and then Unmatched .34562   .31679 6.1 

 

1.89   0.059 

 

Matched .33845   .34917 -2.3 62.8 -0.59  0.555 

never Unmatched .44437   .41525 5.9 

 

1.81   0.071 

 

Matched .45468   .44347 2.3 61.5 0.59   0.556 

Physically exhausted, 

often 

Unmatched .10797   .15577 -14.2 

 

-4.27  0.000 

 

Matched .10746   .12159 -4.2 70.4 -1.16  0.246 

now and then Unmatched .41738    .4548 -7.5 

 

-2.31  0.021 

 

Matched .42325   .42349 -0.0 99.3 -0.01  0.990 

never Unmatched .45227   .34948 21.1 

 

6.50   0.000 

 
Matched .45102   .43519 3.2 84.6 0.83  0.405 

 

 

 

 

  

 

 


